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An optical-comb pulsed interferometer was developed for the positioning measurements of the industrial
coordinate measuring machine (CMM); a rough metal ball was used as the target of the single-mode
optical fiber interferometer. The measurement system is connected through a single-mode fiber more
than 100 m long. It is used to connect a laser source from the 10th floor of a building to the proposed
measuring system inside a CMM room in the basement of the building. The repetition frequency of a

general optical comb is transferred to 1 GHz by an optical fiber-type Fabry-Pérot etalon. Then, a compact
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absolute position-measuring system is realized for practical non-contact use with a high accuracy of
measurement. The measurement uncertainty is approximately 0.6 wm with a confidence level of 95%.

© 2015 Elsevier Inc. All rights reserved.

1. Introduction

A coordinate measuring machine (CMM) is defined by ISO
10360-1 as a measuring system with the means to move a pro-
bing system and the capability of determining spatial coordinates
on a workpiece surface [1]. CMMs are widely used to measure
the three-dimensional sizes, forms, and positions of manufactured
parts. However, CMM measurement inaccuracy occurs when there
is an error in the relative position between the measured points
and the probing points. The errors affecting a CMM have a sys-
tematic and a random component. They also directly influence
the quality of production inspection [2]. Therefore, CMMs must
be calibrated on installation and verified periodically during their
operation. The standards and guidelines for CMM verification are
based on sampling the length-measurement capability of a CMM to
decide whether its performance conforms to the specification [3,4].
Many methods and artifacts are developed to verify CMMs [2-10].
Most standards prefer to use end standards such as a series of gauge
blocks, a step gauge, and a ball plate or laser interferometer. How-
ever, there is no one perfect method for CMMs, mainly because of
the complicated constructions and the three-dimensional positions

* Corresponding author. Tel.: +81 3 5841 6472; fax: +81 3 5841 6472.
E-mail address: wiroj@nanolab.t.u-tokyo.ac.jp (W. Sudatham).

http://dx.doi.org/10.1016/j.precisioneng.2015.01.007
0141-6359/© 2015 Elsevier Inc. All rights reserved.

of many measured points that are necessary in coordinate metrol-
ogy. In addition, the range of positioning verification is limited by
the length of end standards [11,12]. Although a continuous-wave
(cw) laser interferometer can measure for the long length, the mea-
suring path cannot be interrupted during the measurement period
because it is operated by a cw laser and interference fringe counting
method.

Recently, an optical frequency comb has been considered as
a useful tool for dimensional metrology, because of their high
frequency-stability and direct traceability to SI unit [13]. Several
methods for length measurement with an optical frequency comb
have been proposed [14-17]. This paper proposes a new technique
for the verification of the positioning accuracy of CMMs using an
optical-comb pulsed interferometer. A rough metal ball is used as
the target of a single-mode fiber interferometer. Because the sphere
ball provides 3D targets, the measuring system can be constructed
at any location on the surface of a CMM. In addition, the proposed
measuring system can be installed on more than one system to
measure many positions at the same time with a target as shown
in Fig. 1.

A single-mode optical fiber more than 100 m long is used to
connect a laser source from a 10th floor of a building to the pro-
posed measuring system inside a CMM room in the basement of
the building. The repetition frequency of a general optical comb
is transferred to 1 GHz by an optical fiber-type Fabry-Pérot etalon.
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Fig. 1. The concept idea of CMM verification using an optical-comb pulsed interfer-
ometer with a rough metal ball target.
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Fig. 2. Principle of an optical-comb pulsed interferometer.

Then, a compact absolute position-measuring system is established
based on a single-mode fiber interferometer; a rough metal ball
is used as the target because the alignment of the laser beam is
easy. The conversion of the time scale, which is presented by enve-
lope interference fringes, to the length scale is measured. The effect
of the surface roughness of the target is also examined. The posi-
tion errors of a moving bridge-type CMM were measured by the
proposed measuring system paired with a commercial cw laser
interferometer. Finally, the measurement uncertainty is also evalu-
ated. The uncertainty of the measurement is approximately 0.6 pm
with a confidence level of 95%. This technique provides enough
accuracy for industrial CMMs.

2. Optical-comb pulsed interferometer

Mode-locked lasers generate ultrashort optical pulses by estab-
lishing a fixed-phase relationship across broad spectrum of
frequencies. The spectrum of each pulse train is separated by the
repetition rate of an optical comb, and the series of spectrum lines
is called an optical frequency comb. In the time domain, the pulse
train is emitted at the same time by a mode-locked laser [13]. The
pulsed interferometer remains the principle of an unbalanced-arm
Michelson interferometer where an optical comb is a laser source.
As shown in Fig. 2, an optical comb generates a pulse train. Laser
pulses are divided into two beams by an optical beam splitter (BS).
One beam is reflected on a scanning mirror (M1), while the other

=

—Time

Intensity

my my

Fig. 3. Two interference fringes of an optical-comb pulsed interferometer; my and
my are the fringe order at the reference position and the target position, respectively.

is transmitted through a sapphire window (reference position) to
the target mirror (M2).

Subsequently, the reflected light pulses from a scanning mirror
(M1) are recombined with the returned light pulses from a sapphire
window and a target mirror (M2) to produce interference fringes
when the optical path difference (OPD) between two arms follows
Eq. (1) [14].

mc
Nfrep

where m is an integer, c is the speed of light in the vacuum, n is the
refractive index of air, and fiep is the repetition frequency.

Normally, two interference fringes will overlap when an optical-
comb pulsed interferometer exactly satisfies the condition of Eq.
(1). In practical use, the envelope peak of the interference fringes
will be separated if displacement is provided (AL). The result is
illustrated in Fig. 3.

Therefore, the position/length under measurement is deter-
mined by Eq. (2).
L= orb + AL (2)

2

In application, two envelope interference fringes in Fig. 3 are
presented in the time domain. The first fringe comes from the ref-
erence position when the OPD is zero (mg=0), and the second
fringe comes from the target when the OPD is around 300 mm
(mq =1). Therefore, the conversion of the time scale to the length
scale of the peak-to-peak measurement of the envelope interfer-
ence fringes must be measured because it relates to the speed of
the scanning-fringe device. Moreover, the position/length under
measurement must be corrected for the group refractive index of
air due to changes in environmental conditions [18].

OPD = (1)

3. Experiments and results
3.1. Time scale and length scale measurement

The relationship between the time scale and the length scale
measurement is required because the peak-to-peak of the enve-
lope interference fringes shown in Fig. 3 is presented in the time
domain. The measurement setup diagram to determine this rela-
tion is shown in Fig. 4.

A laser source (an optical comb C-Fiber Femtosecond Laser,
Menlo Systems) generates a short pulse train with a repetition
frequency of 100 MHz and a central wavelength of 1560 nm. The
repetition rate was modified by a Fabry-Pérot fiber etalon. An
optical fiber-type etalon was prepared from a special-cut length
of a single-mode optical fiber (SMF-28). Both ends of the fiber
are FC connectors (fiber-optic connector) whose surfaces are
coated with 93% reflectivity to generate a 1-GHz FSR (free spectral
range). The stability of repetition frequency after passing through a
Fabry-Pérot fiber etalon was observed by a universal counter (SC-
7206, Iwatsu). It was performed at an order of 102 over 2h [16].
Subsequently, the laser beam was amplified by an optical amplifier.
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Fig. 4. Measurement setup diagram of the relationship between time scale and

length scale measurement; CIR is optical fiber circulator, FBS is fiber beam splitter,
C1 and C2 are collimators.
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Fig. 5. Best-fit line of time and length scale.

The laser beam crosses an optical fiber circulator (CIR) to the fiber
beam splitter (FBS), and then the beam is divided into two paths by
the FBS. One beam falls onto a scanning mirror (M1) that is fixed
on a voice coil actuator; the other falls onto a target mirror (M2)
attached to a precise translation stage via a collimator (C2) and
a sapphire window (SW). A linear gauge (Laser Hologauge LGH-
110, Mitutoyo) with a resolution of 10 nm was installed behind a
target mirror (M2). In practice, two interference fringes will occur
on the screen of an oscilloscope when the distance from the ref-
erence position to the target is approximately 150 mm. After that,
the target was moved far away from the reference position by a
translation stage controller (FC-401, Sigma Tech). Then, the length
scales were measured by a linear gauge. Using the same process,
the time scales were determined from the peak-to-peak measure-
ment of the envelope interference fringes, which appeared on the
screen of an oscilloscope. In this experiment, a voice coil actuator
was operated with a constant speed of 0.001 m/s. The measurement
results are shown in Fig. 5.

Fig. 5 is a least-squares fitting of the data set between the length
scale (y-axis) and the time scale (x-axis); this was repeated 11
times. The maximum deviation between the dependent variable
(length scale) and the best-fit line is approximately 0.31 pm, the
standard deviation is approximately 0.23 pm, and the correlation
coefficient (R?) is approximately 0.9999. This indicates that two
data sets match a straight line that is obtained by a correlation coef-
ficient value. This relation is linear. In experiments, the hysteresis
of the scanning-fringe device is not considered because a one-way
direction of scanning fringe is required for the proposed method.
Conversely, this relation relates to the scanning speed of a voice coil
actuator. Therefore, a constant speed of the scanning-fringe device
is necessary during measurement.
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Voice coil actuator |

Fig. 6. Measurement setup to determine the effect of the surface roughness of tar-
gets on interference fringes.
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Fig. 7. Intensity of the interference fringes on different target Ra values; the red
graphs are the fringes which come from the target, others come from the reference
position. (For interpretation of references to colour in this figure legend, the reader
is referred to the web version of this article.)

3.2. Surface roughness of the target

This experiment explains the effect of the surface roughness of
the target on the absolute length measurement. The measurement
setup is illustrated in Fig. 6.

A surface roughness scale plate with Ra values of 0.025 pwm,
0.05 wm, 0.1 wm, and 0.2 wm was used as the target 150 mm
from the reference position. Then, the interference fringes were
recorded. The results are shown in Fig. 7

The results in Fig. 7 indicate that the intensity of the interfer-
ence fringes, which are reflected from the surface of the target, is
significantly weak if the value of Ra is increased. Next, the same
plate was moved to a distance of 1500 mm. The length from the
reference position to the targets was measured 10 times and eval-
uated by Eq. (2). The measured standard deviations of length were
obtained and paired with the roughness surface of the target. The
experimental results are shown in Table 1.

The standard deviations of the length measurement are shown
in Table 1; they are gradually enlarged if the value of Ra value of
the target is increased. When the surface roughness of the target
is greater than 0.2 wm, it cannot be used as the target because the
reflected beam from that target is not returned to single-mode fiber
of the interferometer. The results from both Fig. 7 and Table 2 indi-
cate that the surface roughness of the target significantly affects
the performance of the proposed measuring system.
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Table 1
Standard deviations of length measurement to surface roughness targets.

Nominal length (mm) Surface roughness, Standard

Ra (pm) deviations (um)
1500 0.025 0.59

0.05 0.64

0.1 0.74

0.2 -

Table 2
Positioning measurement results of y-axis of a CMM.

CMM (mm) Proposed Position error 1 Standard deviation
method (mm) (pm) (pm)
0.000 0.0000 0.00 0.00
149.857 149.8557 1.31 0.29
299.714 299.7127 133 0.41
449.571 449.5690 2.01 0.47
CMM (mm) Renishaw Position error Standard deviation
laser (mm) 2 (pm) (pm)
0.000 0.0000 0.00 0.00
149.857 149.8559 1.11 0.14
299.714 299.7126 143 0.21
449.571 449.5692 1.77 0.24

3.3. The measurement of positioning accuracy of a CMM

In this experiment, a rough metal ball was used as the target of a
single-mode fiber interferometer for the positioning measurement
of a CMM. A single-mode optical fiber more than 100 m long was
used to connect a laser source from the 10th floor of a building to
the proposed measuring system inside a CMM room in the base-
ment of the building. Then, the positioning accuracy of a CMM was
measured and paired with a cw laser interferometer (Renishaw).
The measurement setup is shown in Fig. 8.

A rough metal ball with an Ra of 0.1 wm; a diameter of 25 mm
and aretroreflector were attached to the probing system of a CMM.
A moving bridge-type CMM (FALCIO APEX 707, Mitutoyo) was
used in this experiment. The positions of measurement were con-
trolled by the CMM controller. Then, the linear positions of a CMM
were measured by the Renishaw laser interferometer and the pro-
posed measuring system. This experiment was conducted in an
environmental control room. The average air temperature, relative
humidity and air pressure were approximately 22.35°C, 21.1%RH,
and 100.40 kPa, respectively. The measurement results of five time
repetitions are summarized in Table 2.

The measurement results shown in Table 2 were corrected for
the group refractive index of air to the reference temperature [19].
The position error 1 shows the position errors of a CMM that
are determined by the difference between the values of the CMM
positions and the values measured by the proposed method. The
position error 2 is determined by the difference between the val-
ues of the CMM positions and the values measured by the Renishaw
laser interferometer. The maximum standard deviation of the mea-
surement is approximately 0.47 um for the proposed measuring
system and 0.24 wm for the Ranishaw laser interferometer. The
graph in Fig. 9 shows the position errors of the y-axis of a CMM
paired with the maximum permissible error of indication of a CMM
for size measurement—[MPEg=+(1.9+3L/1000)] wm, where L is
the indication length of a CMM in mm. This indicates that the posi-
tion errors of a CMM show the same trends when measured by
both measuring systems. The maximum difference between two
curves is approximately 0.24 um. These results suggest that the
proposed measuring system can be applied successfully with high
accuracy for industrial CMMs. However, the maximum permissible
error of a CMM includes usage of a contact probing system when
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Fig. 8. CMM positioning measurement using proposed measuring system paired
with Renishaw laser interferometer. (a) The photograph of measurement. (b) The
measurement setup diagram.
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Fig.9. Position errors of y-axis of a CMM; the blue solid line is the position errors of
a CMM with gap of the measurement uncertainty that were measured by proposed
system. The red dash line is the position errors of a CMM that measured by Ren-
ishaw laser interferometer, and the black lines are the maximum permissible error
of indication of a CMM for size measurement. (For interpretation of references to
colour in this figure legend, the reader is referred to the web version of this article.)

the measurement is performed. On the other hand, the proposed
measuring system is a non-contact type of measurement, and does
not contain the effect of the probing error.

4. Uncertainty of measurement

The uncertainty of CMM positioning measurements has been
evaluated following the recommended guideline [20]. The sources
of errors under consideration may be divided into three groups.
The first group involves the modified frequency source of the
optical comb by the Fabry-Pérot fiber etalon. The stability of the
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Table 3
Uncertainty evaluation of CMM positioning measurement.

Uncertainty source Uncertainty Uncertainty
value contribution

Stability of modified frequency source <1x107° 2.89x10°'L

Refractive index of air 143 x 1077 1.43 x1077L

Air temperature 0.15K

Air pressure 0.64 kPa

Air humidity 0.25%RH

Cidder’s formula 2.1x1078

Thermal expansion 1x10°6 8.66 x 1078L

Repeatability of measurement 0.21 pm

Time and length scale measurement 0.18 wm

Combined standard uncertainty (k=2) [(0.56)? +(33.4 x 10-3L) 2]"* pm

Note: L is the indication length of a CMM in mm.

repetition frequency after passing a Fabry-Pérot fiber etalon is
in the order of 10~2 over 2 h. This cause is a partial contribution
of 0.5 x 1079L divided by the rectangular distribution, because of
semi-range limits of a finite resolution of the used instrument. The
uncertainty of the repetition rate and carrier offset frequency is
canceled because the accuracy ratio with the MPEg of a CMM is
more than 100 times better. The second group includes the environ-
mental conditions, the compensation of the group refractive index
of air, and thermal expansion of linear scale of a CMM. Because
of the measurement errors of environmental conditions (air tem-
perature, air pressure and, air humidity) during measurement, the
contribution uncertainty of each parameter were determined by
the standard uncertainty of each parameter multiple by their sensi-
tivity coefficients. Therefore, the compensation uncertainty for the
refractive index of air was calculated to be 1.43 x 10~7L, where L is
the indication length of a CMM. It was a root of square-sum of distri-
bution uncertainties of air temperature, air pressure, air humidity
and Cidder’s formula. The coefficient of thermal expansion of the
linear scale of a CMM is approximately of 8.0 pmm~! K~! with an
uncertainty of + 1 wmm~! K-, In this experiment, the changes of
temperature of linear scale of a CMM cannot be measured directly.
Therefore, the uncertainty due to thermal expansion of linear scale
in a CMM was determined from the changes of air temperature,
because thermal expansion effect of a CMM was compensated auto-
matically to reference temperature (20°C) by CMM'’s software and
the measurement values of the air temperature are generally uti-
lized in the place of the scale temperature.

The last group involves the measurement procedures such as
measurement repeatability and the uncertainty of time and length
scale measurement. The uncertainty of measurement repeatability
was approximately 0.21 wm which was evaluated from the maxi-
mum standard deviation of five times of measurement repetitions.
The uncertainty due to the relationship of time and length mea-
surement is evaluated from the maximum deviation between the
measured values and the best-fit line and it was assumed to be a
rectangular distribution. The error sources and their uncertainties
of the measurement uncertainty are summarized in Table 3.

5. Conclusions

An optical-comb pulsed interferometer whose repetition fre-
quency is transferred from 100MHz to 1GHz by an optical
fiber-type Fabry-Pérot etalon was developed to verify the posi-
tioning measurements of industrial CMMs. A rough metal ball with
an Ra of 0.1 wm was used as a target of the single-mode fiber

interferometer. A moving bridge-type CMM was measured by the
proposed technique paired with a Renishaw laser interferometer
in an environmental control room. Both systems show the same
trend of position error. The expanded uncertainty of positioning
measurement is approximately 0.6 wm at the length of 450 mm.
The results show that the measurement accuracy is mainly affected
by changes in the environmental conditions, while the noise of
the interference fringe is caused by air fluctuation and mechanical
vibration. The proposed measurement technique is very convenient
and is easier to align than using end standards or a continuous-wave
laser interferometer. It also provides enough accuracy for measur-
ing linear dimensions of industrial CMMs. The proposed measuring
system can be installed at any location on the surface of a CMM. It
can also be used on more than one system to measure the lengths
because a rough sphere ball offers a 3D target for a single-mode
fiber interferometer. Therefore, further research will be undertaken
in the future to study the volumetric errors of CMMs.
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With recent development in advanced manufacturing, demand for nanometric accuracy in dimensional
metrology has increased dramatically. To satisfy these requirements, we propose a high-accuracy micro-
roundness measuring machine (micro-RMM) using a multi-beam angle sensor (MBAS). The micro-RMM
includes three main parts: the MBAS, a rotary unit, and a bearing system. The MBAS has been designed
and established in order to improve motion accuracy of the micro-RMM. The dimensions of the MBAS

Keywords: are 125(L)mm x 130(W) mm x 90(H) mm. Compared with other methods, an MBAS is less susceptible to
Micro-RMM . . . . s e . ..

) spindle error (stage-independence) when detecting angles, can maintain high sensitivity with miniatur-
Multi-beam angle sensor X R . . i . X
Roundness ized size, and can be used conveniently at the factory level. The optical probe, reported in this paper, is

based on the principle of an autocollimator, and the stability is improved when using the MBAS. Unlike
multi-probe methods, the micro-RMM is constructed to realize roundness measurement by using only
one probe, which is less susceptible to instrumental errors. Experimental results confirming the feasibility

Autocollimator
Stage-independence

of the multi-beam angle sensor for roundness measurement are also presented.

© 2015 Elsevier Inc. All rights reserved.

1. Introduction

In recent years, there has been a growing demand for high-
accuracy surface roundness measurement techniques and for
simple instruments that can be used conveniently in situ, includ-
ing in fields such as optical metrology, semiconductors, and space
satellites [1-3].

To measure roundness errors of cylindrical workpieces and
spindle errors of machine tools in on-machine conditions, it is
important to distinguish between roundness error and spindle
error. There are two methods of distinguishing these errors: the
multi-orientation method and the multi-probe method [4-7].

The multi-orientation method can differentiate the spindle error
and the roundness error effectively if the spindle error has good
repeatability. Compared with multi-orientation methods, multi-
probe methods are more suitable for on-machine measurements
because it does not depend on the repeatability of the spindle error
[8-10].

Reversal methods can be used to eliminate the systematic errors
of a spindle; however, they are very time consuming and still
demand good repeatability of spindle motion. This has led us to

* Corresponding author. Tel.: +81 03 5841 6472; fax: +81 03 5841 6472.
E-mail address: chenmeiyun@nanolab.t.u-tokyo.ac.jp (K. Takamasu).

http://dx.doi.org/10.1016/j.precisioneng.2015.05.009
0141-6359/© 2015 Elsevier Inc. All rights reserved.

the solution of using the measured object itself as a reference
by employing the three-point method [11-13]. However, using
numerous sensors makes it difficult to attach or remove the mea-
sured object, and it is not easy to adjust the direction of the sensor’s
radius.

Several techniques have been proposed and developed for mea-
suring roundness precisely. Each of these methods comes with
its own advantages, disadvantages, and limitations [14-18]. This
paper analyzes existing techniques and proposes a new technology
called multi-beam angle sensor (MBAS) for measuring roundness
[19].

From an engineering point of view, the most useful type of
surface metrology instrument would probably have an accurate
axis of rotation and accurate Cartesian and radial movements; fur-
thermore, it would measure according to a cylindrical frame of
reference. However, the disadvantages are that they it can only
be used under laboratory conditions, and to get better results, it
is necessary to match the co-ordinate system of the measuring
instrument to that of the component [20].

In this study, an MBAS based on an autocollimator is proposed
for roundness measurement. Compared to other technologies, the
micro-RMM uses just one sensor that is less susceptible to instru-
mental errors when detecting angles, the dimensions of the MBAS
are 125(L)mm x 130(W)mm x 90(H) mm which can be used con-
veniently at the factory level [21]. In addition, a simple optical-path
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MBAS
Workpiece

XY-platform

XY-platform

Fig. 1. Schematic of the micro-RMM: an MBAS, a rotary unit, and a bearing system.

design enables the proposed setup to be insensitive to environmen-
tal vibration.

2. Micro-RMM configuration

The micro-RMM configuration includes three main parts: an
MBAS, a rotary unit, and a bearing system. The MBAS is based on a
multi-autocollimator system using a microlens array. It works by
projecting an image onto a beam splitter, and measuring the deflec-
tion of the returned image against a scale. The reflected angles at
several points on the cylindrical workpiece can be measured by a
sensor, and the curvature of the workpiece can be calculated by the
difference between the two reflected angles. Therefore, the micro-
RMM can realize roundness measurement by using the curvature,
which is less susceptible to instrumental errors.

Using the MBAS, we designed the experimental system shown
inFig. 1. A cylindrical workpiece is mounted on a chuck, and arotary
platform is mounted between two XY-platforms. For roundness
measurement, the cylindrical workpiece is rotated by the rotary
platform. The axis of rotation of the workpiece spindle is repre-
sented by the Z-axis. In any roundness measuring instrument, the
spindle of a rotary stage is the most important component in its
assembly. Here, when the workpiece is assembled, it is necessary
to align the Z-axis and the axis of the rotary platform to be collinear.
The alignment is performed by adjusting the positions of the two
XY-platforms. Along with the upper XY-platform, which is used to
achieve minimal spindle error between the workpiece and rotary
stage, the lower one is used to approach an almost perfect position
between the MBAS and rotary stage.

Fig. 2 illustrates the construction of the MBAS. A laser beam
passes through a pinhole and is collimated by a collimator lens.
The beam is then bent by a beam splitter and projected through

Small radius
High curvature

Large radius
Low curvature

fi

Workpieces

Microlens array
Cylindrical lens

Fig. 2. Construction of the MBAS: the multi-beam angle sensor is based on a multi-
autocollimator system using a microlens array.

a cylindrical lens to the workpiece surface. The cylindrical lens is
employed in the sensor for removing the influence of the curvature
of the cylinder’s surface. The reflected beam from the workpiece
surface passes through the beam splitter and is focused on a
microlens array, which divides the beams into several beams. The
resulting pattern is observed and recorded by a CMOS camera
mounted along the vertical axis. The image can be observed on a
TV monitor. Further processing of the pattern is performed using a
PC.

3. Principle of the MBAS
3.1. Calculating the angle difference Ac

To measure roundness errors of a cylindrical workpiece, it is
important to obtain the relationship between the radius and the
curvature. Fig. 3 illustrates the changing radius of curvature of the
workpiece. The red and blue lines delineate a small radius with high
curvature and a large radius with low curvature, respectively, f; and
f> are the focal distances of the cylindrical lens and microlens array,
respectively, Rand ris the radius of curvature of the large radius and
small radius, respectively, and xg and x; are the distance between
points A and B, A; and Bj in Fig. 3 of the low curvature and high
curvature images, respectively.

Fig. 4 shows the principle of an angle difference measured by the
MBAS. Let A and B be representative points of the workpiece. When
the radius of curvature changes from R to r, the distance between
two points change from xq to x;.

Cylindrical lens

Microlens array

Beam splitter

Fig. 3. Radius of curvature comparison: the red and blue lines delineate a small radius with high curvature and a large radius with low curvature, respectively.
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Fig. 4. Calculating the angle difference: from intensity distribution of the center of gravity.

Fig. 5 illustrates the change in angle of a reflected ray when the
curvature changes from R to r. The value R-r and t is small com-
pared to R. Thus, it is easily understood that the change in angle of
areflected ray Ac on the surface can be described by the following
equation:

1 1 Cr
A= R R )

When the angle of a reflected ray ¢, from the workpiece surface
passes through the cylindrical lens and microlens array, the output
image on the CMOS is presented in Fig. 3. Here, the relationship
between the change in the distance of two points Ax and the change
in angle of a reflected ray c; can be calculated as follows:

Ax = crRf> 2)

h

Clearly, from Eqgs. (1) and (2), the change in angle of a reflected
ray Ac can be expressed as

_Axfi (%1 —x0)fi
T RRt T HR%t

Ac (3)

3.2. Reducing rotary stage susceptibility

Fig. 6 shows the path of a reflected beam from the surface of a
cylindrical workpiece. An optical probe is used to scan the cylindri-
cal workpiece while the workpiece is rotating. Assuming that the
center of the cylinder (eccentricity) is at O (ox, 0y) and the cylinder
radius is R and using the MBAS, we can obtain the two measured
angles cq and cy,.

Assuming that the center of the cylinder is 07 (ox, 0y), Wis a
representative point on the workpiece, and the cylinder radius is

Fig. 5. The change in angle of a reflected ray when the curvature changes from R to
r.

R, we can obtain the distance of the projected beam b, by the rela-
tionship between the points O, O; and W. The distance by is then
given by

(bacost — 0x)* + (ba sint—oy)2 =R? (4)

. 2
bg = 0xcOSt + 0y sint + \/(oxcost+oysmt) + (Rz—oﬁ—of,)
(5)

Through the model of triangle AOO;W, the cosine theorem is
used to evaluate the angle c,, where 2¢, is the reflection angle. The
angle ¢, is given by

07 +0j = R* + b — 2Rbg cos ¢q (6)

2
R% 4+ b2 — 02 — 02 \/RZ_O;Z(—OJZ/'F(OxCOSt“rOySlnt)

y
COSCq = =
4 2Rb, R
(7)
Furthermore, we can approximate c, and ¢, as follows:
2
2_ 2 ;
—0} — 0% + (oX cost + oy sin t) c2
coscg~ 1+ R ~1-2 (8)
0y COSt — 0y sint
Cq & % (9)
0y COSt + 0xsint
~ QCOSEH oxSInt (10)

b R

Fig. 6. Relation between eccentricity and reflected beam.
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Get the angle difference data Ac
by the CMOS

IC e

Express the angle difference data Ac
by the coefficient d; and ¢;

IL e

Transform Fourier series a; and b;
by the coefficient d; and ¢;

{} IFFT

Calculate the profile data P
by the Fourier scries @; and b;

Fig.7. Algorithm flowchart of the measurement: from angle difference Ac to profile
data P use Fourier series.

From Egs. (9) and (10), the transform of Ac (=cq — ¢p), which
is the combination that eliminates oy, is calculated by a simple
arithmetic:

—20x sint

Ca—Cp &~ R

(11)

The value of o, is small compared to R. Additionally, the influence
of the term (oxsint) is small. More will be said on this topic in
Section 4, the experimental results in Section 4.2 will confirm that
the angle difference value Ac is found to be small enough when
comparing with random angle error.

Here, the curvature is the angle difference in the small area, and
the curvature of the workpiece can be calculated by the angular
difference of two reflected beams. Therefore, the micro-RMM can
realize roundness measurement by using the curvature, which is
less susceptible to instrumental errors.

3.3. Calculating the profile P

Fig. 7 shows the algorithm flowchart of the measurement. The
profile data Pof workpiece in position t can be expressed as a Fourier
series, given by

n
P(tj) = ap + Z (a,- costji + b; sin tji)
i=1
2r(j—-1) .
tj:T (i=1,2,...,m) (12)
where g; and b; are the Fourier series coefficients, n the maximum
iterations of the Fourier series, and m the number of sample points.
Here, the angle difference Ac can be measured by the sensor, and
can also be expressed as the second order differential of the profile
data P, given by

n

Ac () =P" (4) = 7Zi2 (aj cos tji + by sin tji) (13)
i=1

Then, using a Fourier transformation, we can also transform the

angle difference Ac to coefficients d; and e;, given by the following
equation:

n
¢ = Z (d; cos tji + e sintji) = P” (1)) (14)
i=1

Workpiece
Chuck

XY-platform
Rotary platform

XY-platform

Fig. 8. Micro roundness measuring machine for noncontact roundness mea-
surement: the main setup of the pre-experiment consisted of the MBAS, two
XY-platforms, a rotary platform, a chuck, and a bearing system.

We note that the relationship between the Fourier series (a; and

b;) and coefficients (d; and e;) can be denoted as
di e

ai=fi7,bi=7if2 (15)

Consequently, the profile data P can be denoted as a Fourier
series by using an inverse Fourier transform.

The characteristics of the algorithm chart can be estimated by
its transfer function, which defines the relationship between the
angle difference value Ac and profile data P.

4. Pre-experiment and simulation
4.1. Configuration of the pre-experiment

The pre-experimental arrangement is shown in Fig. 8. In the
pre-experiment, the MBAS is based on a multi-autocollimator sys-
tem using a microlens array. Table 1 shows the specifications of the
devices in Fig. 8. The main setup of the pre-experiment consisted
of the MBAS, two XY-platforms, a rotary platform, a chuck, and a
bearing system. We used a stage controller to move the rotary plat-
form by using the Labview program in our PC to receive the output
signals from the MBAS in each measuring position.

Fig. 9illustrates the construction of the MBAS. A laser beam from
an LD (laser diode) of 650 nm wavelength passes through a pinhole
with a diameter of 400 wm and is collimated by the microlens. The
beam is then bent by a beam splitter and projected through a cylin-
drical lens with a focal distance of 50 mm to the workpiece surface.
The cylindrical lens is employed in the sensor for removing the
influence of the curvature of the cylinder’s surface. The reflected
beam from the workpiece surface passes totally through the beam
splitter and focuses it on the microlens array, which divides the

Table 1
Specifics of devices in micro-RMM (Fig.8).

Laser Diode Output power: 35 mW (CW) Wavelength:

658 nm

Cylindrical lens
Pinhole
Aperture
Microlens array

Focal distance: 50 mm (f;)
Diameter: 400 wm

Diameter: 4 mm

Focal distance: 46.7 mm (f2)

Pitch of the array: 500 wm

Size: 5.6 mm x 4.2 mm

Valid pixels: 2560 pixel x 1920 pixel
Sensitive area: 2.2 pm x 2.2 um

CMOS
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Pinhole Aperture Beam splitter

Collimatorlens

Cylindrical lens

Fig. 9. Construction of the multi-beam angle sensor: the MBAS is based on a multi-
autocollimator system using a microlens array.

beams into several beams. The resulting pattern is observed and
recorded by a CMOS camera mounted along the vertical axis.

Fig. 10(a) shows an example of one output signal from the CMOS.
The scatter plot presents eight lines by eight columns. We choose
the points in number four line to calculate the data. In Fig. 10(b)
you can see the intensity distribution in the whole and in a spot.
By using the intensity distribution, the angle difference data can be
calculated. Then, using centroid, we can also estimate the resolution
of sensor is about 0.05 rad.

;/’MMM Anglec, 1

Angle defference Ac

Output 24prad/div

L L

Time 30min/div (step: 0.45sec)

Fig. 11. Stability of multi-beam angle sensor: we measured the stability of angle
and angle difference for 2 h.

4.2. Stability of the MBAS

In order to verify the standard deviation of the measurement
taken by MBAS in the real environment, we measured the stability
of angle and angle difference for 2 h. Fig. 11 shows the results of the
angle at point A and point B. In the stability test of the MBAS, the
output signals were sampled without rotating the cylinder; there-
fore, in the pre-experiment, the stability of the MBAS corresponds
to the standard deviation of the autocollimator.

The experimental setup is mounted on a table in the basement.
In Fig. 11, because the test time was long and the influence of the
thermal drift was large. The standard deviation of the angle data at
point A was 18.36 wrad. However, the stability of angle difference
output was 2.35 prad. We note that the fluctuation of stability of

(a) Image from the CMOS
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(b) Intensity distribution: calculate the angle difference data from intensity distribution

Fig. 10. Image from the CMOS.
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Table 2

Experimental conditions.
Parameters Values
Diameter of cylinder 20mm

Sample points 360
Rotation angle of one point 1 degree
Measuring time 14 min

angle difference was slight because it eliminated influence of ther-
mal drift. Here, only the characteristics of the differential output to
measure the roundness will be investigated.

Assuming that the value of ox is 1 m, t is 2000as, and R is
10mm. From Eq. (11), we can calculate the (¢ —¢p) to be 2 rad
in the experimental condition. The experimental results also con-
firmed that the angle difference value Ac reached the same level
with random angle error.

From the stability testing results, we note that a simple optical-
path design enables the proposed setup to be insensitive to
environmental vibration.

4.3. Pre-experiment results

Table 2 shows the experimental conditions. Fig. 12 shows the
angle data ¢, and ¢, by MBAS system. The horizontal axis is the
rotation angle and the vertical axis is the angle data.

Measured results presented in Fig. 13 shows the roundness
on average of four times was 2.26 um with standard deviation
0.027 pm.

To evaluate the developed methodology based on the MBAS
method on real datasets, an experiment was developed using
conventional high-precision machines (KOSAKA EC1550) for
roundness assessment. Here, the roundness measurement accuracy
of EC1550is 0.02 pm. Fig. 14 shows the roundness measurement of
two separate measurement methods. The roundness for the MBAS
method and radius method are 2.26 um and 2.16 wm, respectively.
The roundness test with MBAS system was performed in a cir-
cumstance without any temperature control or vibration isolation.
Therefore, the influence of circumstance may be one reason to the
differential output of two methods.

The pre-experiment results confirm the feasibility of the MBAS
for roundness measurement. In the future, we still need to ana-
lyze factors influencing measurement accuracy and find measures
adopted for evaluating and calibrating the MBAS.

4.4. Simulation of sensitivity error of the MBAS

To confirm the effectiveness of the sensitivity error of the sensor,
numerical simulations were performed. Table 3 shows the simula-
tion conditions. Supposing a random angle error of 2.4 j.rad, where
roundness is 2.2 um, Fig. 15 shows a simulation example with

=
_Q Angle c, ]
Ee
Y d
S‘ Angle c,
(e}
(e}
—
4 Angle defference Ac 1
S
o
= i
S
O , . ,
0 90 180 270 360

Rotation angle [deg]

Fig. 12. Measured angle data at points A and B and angle difference data.
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Fig. 13. Profile data and repeatability for a cylinder measured by the MBAS.
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Fig. 14. Comparison with the radius method.

similar conditions as those of the pre-experiment. During 10 sim-
ulations, we obtained roundness measurements with repeatability
around 0.03 wm (see Fig. 15). Despite the simplicity of the proposed
method, the simulated results agree well with experimental data.

Under similar experimental conditions, the standard deviation
of repeatability is proportional to the random value. The simula-
tion result implies that this system can measure roundness with
repeatability under 10 nm if the random angle error is less than

Table 3

Simulation conditions.
Parameters Values
Diameter of cylinder 20 mm
Sample points 360
Roundness 2.2 um
Random angle error 2.4 prad
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Output 0.5pm/div

Fig. 15. Sensitivity of the sensor (10 times).

0.8 prad. Therefore, a further improvement of measurement accu-
racy could be achieved by reducing the random error of MBAS.

5. Conclusions
The results of this paper are summarized as follows:

(1) A high accuracy micro roundness measuring machine (micro-
RMM) for accurately measurement the roundness profiles has
been proposed in this paper. The schematic of the micro-
RMM includes three main parts: a multi-beam angle sensor
(MBAS), a rotary unit, and a bearing system. The MBAS has
been incorporated in order to improve the motion accuracy of
the micro-RMM. Compared with other methods, the MBAS is
less susceptible to instrumental errors for angle detection, can
maintain high sensitivity with a miniaturized size, and can be
used conveniently at the factory level.

(2) A measurement system for roundness measurement using the
MBAS has been constructed. The resolution of the MBAS is
0.05 prad. The optical probe is based on the principle of an
autocollimator and has a stability of 2.35 prad. The round-
ness in the MBAS method and radius method are 2.26 pm and
2.16 pm, respectively. It can be seen that the standard devi-
ation is approximately 0.17 wm. Experimental results confirm
feasibility of the MBAS for roundness measurement are also
presented.

(3) To confirm the effectiveness of the sensitivity error of the sen-
sor, numerical simulations were performed with conditions
similar to those of the experiment. Despite the simplicity of the
proposed method, the simulated results agree well with exper-
imental data. In a similar condition of the experiment, the stan-
dard deviation of repeatability is proportional to the random
angle error. The simulation result implies that the proposed
system can measure roundness with repeatability under 10 nm
if stability of the angle difference value is less than 0.8 prad.

As mentioned previously, the scatter plot in CMOS presents
eight lines by eight columns. We use one line spots to measure
the roundness. In the future, our instrument will measure not only
roundness, but also axial form or vertical straightness, dimensional
uniformity or parallelism by using the spots in axial direction.

We also plan to calibrate the autocollimator by analyzing fac-
tors influencing measurement accuracy or by finding measures
adopted for high-speed measurement. A new experiment has been
designed, which is planned to be conducted in the near future in
order to implement the improvements.
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The optical frequency comb has a short pulse, broad
spectra, many spectral lines, and high temporal
coherency. In this paper, a new absolute length-
measuring technique with a high resolution of 0.05 tm
is developed by using the temporal-coherence inter-
ferometry of the optical comb. A new fiber Fabry-
Perot etalon (etalon) of a free spectral range with a
frequency of 15 GHz is developed to improve fine po-
sitioning in space, so a short translation stage of up to
a 10 mm movement is realized for various ranges of
length. Moreover, the interference fringe peak is au-
tomatically detected by developing a new analog elec-
trical circuit. The ambiguity of the interference-fringe
orders is determined by using the etalon at a frequency
14.9 GHz within a time of 1 second for various length
ranges.

Keywords: length measurement, high repetition fre-
quency, optical comb, absolute metrology

1. Introduction

In the field of length/distance metrology, precision and
then efficiency of measurement are the current demands.
The manufacturing industry in particular requires ultimate
precision of measurement for the production of high-
quality products, and precise measurements are also im-
portant in the assessment of safety in society. For exam-
ple, it is vitally important that the shape and form of air-
craft and engines be absolutely measured with the utmost
precision. Under such circumstances, studies have long
been carried out using a continuous wave (CW) laser in-
terferometers or pulse lasers, but the use of such technol-
ogy is restricted to special applications. Recently, ultra-
short, optical, new pulse generation has become signifi-
cant, and broad-band spectra are being utilized again. The
development of femtosecond mode-locked laser technol-
ogy has been particularly rapid. In addition, high-speed
optical communication technology has also been studied.
With the advent of photonic crystal fiber, mode-locked
pulse laser technology has become very attractive in the
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Fig. 1. Outline of optical frequency comb. f(N) = f(0) +
N f+ (N : integer).

field of optical metrology, and the laser has come to be
called an “optical frequency comb,” or “optical comb.”
The optical comb has various useful characteristics.

Here, we report the results of experimental investiga-
tions done on a new, highly accurate method of measuring
absolute length using the pulse interference of the optical
comb. The technique uses only the temporal coherence
(pulse) interferometry of the optical comb, so the mea-
suring system is simple and very accurate. It is therefore
useful for absolute length measurements with an accuracy
of 0.05 um for measurements of up to several hundred
meters.

2. Optical Frequency Comb

2.1. Outline of Optical Frequency Comb

The optical frequency comb has many narrow spectral
lines in equal frequency intervals in the frequency do-
main, as shown in Fig. 1. However, there is sometimes
carrier envelop offset frequency, and it is not easy to con-
trol. On the other hand, in the time domain, the laser is a
pulse train with very short pulse width, and the intervals
are precisely constant. The time interval is easily stabi-
lized to frequency standards, such as a rubidium optical
clock system. The stability of the time interval is very
good, with an accuracy equivalent to 10~!' [1]. More-
over, for industrial metrology in various factories, the op-
tical comb with an all optical fiber system has been found
to be profitable, because it was not strongly affected by
the surrounding condition.

The principle of position measurement using temporal-
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coherence interferometry is shown in Fig. 2. Interfer-
ence fringes are generated when the difference between
the measurement path length L; and the reference path
length L; is mc/2 f,. Here, m is an integer, c is the speed
of light through air, and f; is the repetition frequency of
the optical comb used [2]. The interference is generated
in the range of length of several tens of micrometers in
space, depending on the pulse width of the optical comb.
This technique is very useful for various types of posi-
tioning with a high spatial accuracy because the f, has an
accuracy of more than 10~!'. In general, the technique
1s useful for absolute distance measurement, and distance
measurement with a high reproducibility of several um
has been realized at about 403 m in general industrial
fields [3-5]. Therefore, temporal coherence interferom-
etry has proven useful for measuring lengths in industry
and society, because it is not affected by air turbulence
and mechanical vibration due to its ultra-short pulse char-
acteristics.

Therefore, the optical comb offers an absolute measur-
ing system using a simple system for in-situ metrology
and temporal coherence interferometry which does not
utilize the carrier envelop offset frequency control. It has
a wide range of measurement from 0 to several hundred
meters. However, the interference fringes generated are
limited to the distance region of each 1.5 m time m in
the case of a 100 MHz repetition frequency, so more than
1.5 m of the translation stage must be scanned for gener-
ating the interference fringe.

2.2. Fast Optical Frequency Comb

In general, the repetition frequency that optical combs
can produce relatively easily is in the frequency range of
40-150 MHz because the optical fiber is relatively long
for laser oscillation. Temporal coherence interference
fringe is therefore generated at spatial positions of inter-
vals longer than 1 m. Consequently, the length fields that
can be used in measurements in industry and society may
be limited to special isolated measurements. Therefore, it
is important to develop a high-frequency repetition (fast)
optical comb. For realizing this resolution, a new fiber-
type Fabry-Perot etalon (etalon) has been developed for
increasing the repetition frequency of optical comb from
around 100 MHz to around 10 GHz. Fortunately, since
the optical comb has a discrete spectrum, a high-accuracy
length of etalon is not required.
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Fig. 4. Filtering of optical comb; (a) high-finesse etalon, (b)
low-finesse etalon.

An optical fiber-type etalon has been developed, as
shown in Fig. 3, because the fiber-optic etalon is not
strongly affected by variations in air temperature or me-
chanical vibrations. Since the free spectral range is not
required to be accurate, the length of the etalon cavity
fiber (device) is cut according to the free spectral range re-
quired and is sometimes sandwiched between the general
optical fibers with the reflective coating and the FC/PC
connectors. In this case, one optical line should be se-
lected by the etalon of high finesse, but the power of the
light is reduced, as shown in Fig. 4(a). The accuracy of
the fast optical comb is the same as that of the original op-
tical comb, which has a repetition frequency of 100 MHz.
On the other hand, if we use the etalon of low finesse, the
power is not largely reduced, but several lines are selected
similar to multi-mode He-Ne gas lasers, and the selected
optical comb laser is similar to those of multi-mode gas
lasers as shown in Fig. 4(b). In this case, the accuracy of
the repetition frequency is dependent on the length of the
etalons used. We can easily suppose that the length sta-
bility of the etalon is better than about 0.5 ppm, as that of
the multi-mode He-Ne laser [6]. Finally, etalons with free
spectral ranges of 15.0 GHz and 14.9 GHz have been de-
veloped by polishing the length of a ferrule fiber device.
The length is measured by using a low coherence inter-
ferometer in polishing process. In this case of 15 GHz,
the geometrical length of device is 6.8063 mm, because
the group refractive index of the optical fiber is 1.4682.
The reflectivity of the etalon fiber has been coated to be
98% (finesse; about 150) by dielectric multilayer coating.
Therefore, the etalon reduces the output power of opti-
cal comb from about 12 mw to about 0.1 mw, but the SN
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ratio of interference fringe was no problem in high res-
olution measurements of about 50 nm. If necessary, we
may use an optical fiber amplifier for more-high accuracy
measurement.

3. Absolute Ranging Method

3.1. The Principle of Absolute Measurement

In order to form an interference fringe pattern, the ref-
erence optical path length must be scanned over several
tens of millimeters according to the length of etalon used.
For example, in the 1 GHz etalon, the optical spacing of
the etalon is 150 mm. Since 1.4682 is the group refractive
index of the optical fiber, the size of the etalon free spec-
tral range is about 100 mm. Therefore, the scanning stage
must be 150 mm or longer.

We will now discuss the length measurement for using
the repetition frequencies of 15.0 GHz and 14.9 GHz. The
scanning range of the stage is about 14 mm long. Fig. 5
shows an outline of the distance measurement with an un-
balanced arm interferometer and a scanning stage. To re-
duce the effect of the drift in the measurement system, the
zero-point of each interference fringe order is generated
using a window plate, and the detected signal is always
displayed at each order. The object mirror is at the posi-
tion of the target mirror in spatial measurement.

The interference fringes at 0 mm are always generated
at the same position by scanning over 14 mm. On the
other hand, the interference fringes of the target are gen-
erated at every position corresponding to the length be-
ing measured within a 14 mm scan. This is because the
15 GHz repetition frequency is equal to the 10 mm inter-
val. Fig. 6 shows the behavior of interference fringe gen-
eration in the length range of 100 mm to 120 mm. In the
measurement, the interval between the O position signal
and the measurement position signal is determined by the
displacement of the stage with an accuracy of higher than
0.1 um. Secondly, the order of the interference fringe is
determined by the same measurement by the 14.9 GHz
repetition frequency of the comb.
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3.2. Automatic Measurement

Figure 7 shows an outline of the automatic processing
of interference fringes for determining the length [7, 8].
First, the photo-detection signal of the interference fringes
is squared, and then it is filtered by a low-path filter. The
output signal is differentiated by an electrical circuit. Fi-
nally, the pulse signal is generated at the zero-crossing
position to trigger a short traditional length-measurement
sensor with a resolution of 10 nm.

4. Experiment

4.1. Interferometer and its System

The measurement system we have developed is shown
in Fig. 8. The optical comb is incident to a two-beam
interferometer through an etalon and a fiber circulator.
About 14 mm of the reference path is scanned because
the free spectral range of the etalon used is 15 GHz, which
corresponds to about 10 mm in length. The ultrasonic lin-
ear stage is used because it is compact. The measurement
path has a window plate (0 point) and a reflecting mirror
(target). The generated interference fringes are detected
by a photodiode and are amplified with a high SN ratio by
a frequency selective amplifier. The SN ratio of the final
signal is high enough for automatic measurements.
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4.2. Results

With our new system, the length/distance measure-
ments were preliminary achieved; the results of the exper-
iment are shown in Fig. 9. Fig. 9(a) shows the processed
signal for the triggering of measurements, and Fig. 9(b)
shows the results of the measurements. The standard devi-
ation of the measured values is less than 0.05 yum, though
the accuracy of displacement is relatively poor because
the micrometer was operated by manual operation. More-
over, higher-reliability measurements has been achieved
by taking the average of several measurements. The result
shows that the new system may be able to measure lengths
or distances of up to several hundred meters by utilizing
various etalons of different free spectral ranges. The total
time for taking the overall measurement has been made
within several seconds, but it may be improved by using a
fast scanning stage.
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4.3. Discussion

As indicated above, the present measurement system is
not much affected by air turbulence or mechanical vibra-
tion. However, the resolution is not small, because the
peak of the interference fringe pattern is achieved using
the effect of the electrical circuit. Since the optical comb
of the spectral width of 60 nm is used, the half-width of
the fringe pattern is about 20 um. Considering the SN ra-
tio of the pattern, a measurement resolution of better than
0.05 um may be expected by using professional software.
Therefore, the present system may be useful for measure-
ments of relatively large objects, though it is very useful
for measurements of small objects.

5. Conclusion

A new absolute distance-measuring technique with a
high resolution of 0.05 um has been developed using
the temporal-coherence interferometry of an optical fre-
quency comb and a short translation stage for various dis-
tance ranges. A new fiber Fabry-Perot etalon having the
frequency of 15 GHz of the etalon has been developed to
improve fine positioning in space. Therefore, the scan-
ning length for generating the temporal coherence inter-
ference fringe is only about 14 mm. Moreover, the inter-
ference fringe peak has been automatically achieved by
developing a new analog electrical circuit.

The present system with an optical comb is applicable
to the measurement of lengths up to several hundred me-
ters. It is particularly applicable to industrial metrology
because it is not much affected by surrounding conditions.
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This paper proposes a non-contact pulsed interferometer for dimensional metrology using
the repetition frequency of an optical frequency comb. A compact absolute-length measur-
ing system is established for practical non-contact measurement based on a single-mode
fiber interferometer. The stability and accuracy of the measurements are compared with
those from a commercial incremental laser interferometer. The drifts of both systems have
the same tendency and a maximum difference is approximately 0.1 um. Subsequently, pre-
liminary absolute-length measurements up to 1.5 m were measured. The signal-to-noise
ratios of the small signals are improved by a frequency-selective amplifier. It is apparent
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technique can provide sufficient accuracy for non-contact measurement in applications
such as a simple laser-pulse tracking system.
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1. Introduction

Recently, demand for high-accuracy measurement for
dimensional metrology has increased rapidly. To respond
to this requirement, many applications using an optical
frequency comb were developed for absolute-length mea-
surements because optical frequency combs have very
high accuracy and a high stability of their frequencies.
However, those applications, the measuring systems and
the optical components are different [1-7].

This paper presents an optical comb application for
absolute-length measurement using a single-mode fiber
pulsed interferometer technique, which an optical comb
is used as the laser source. A repetition frequency of
100 MHz of a general optical frequency comb is transferred
to 1 GHz by a fiber type Fabry-Pérot etalon. The stability of
the pulsed interferometer is considered because it is a

* Corresponding author. Tel./fax: +81 3 5841 6472.
E-mail address: wiroj@nanolab.t.u-tokyo.ac.jp (W. Sudatham).

http://dx.doi.org/10.1016/j.measurement.2015.07.053
0263-2241/© 2015 Elsevier Ltd. All rights reserved.

factor that reflects the reliability of the measurement sys-
tem versus changes in ambient environmental conditions.
The experimental results are compared to measurements
obtained with a commercial incremental interferometer.
The drifts of both interferometer types are considered in
a laboratory without control of air temperature and
humidity. Subsequently, a metal ball with a rough surface
is used as a target of the interferometer to obtain the
length under measurement because the rough metal ball
mainly reflects the laser beam to the single-mode fiber
interferometer. It is easy to align the laser beam, and this
setup also provides three-dimensional target positions.
The surface roughness of the metal ball targets is analyzed
because it directly influences the envelope inference
fringes. Additionally, the requirement of a laser-beam
alignment is considered. Finally, a preliminary absolute-
length measurement up to 1500 mm was measured by
an optical-comb pulsed interferometer, in which a rough
metal ball is used as the target. A phase-sensitive analyzing
method is used to obtain envelope interference fringes, and
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the measurement results are compensated for the group
refractive index of air [8,9] owing to changes in environ-
mental conditions. The proposed measuring system can
possibly be used to develop a length-measuring tracking
system, and can be applied to verify the coordinate mea-
suring machine (CMM) by the multilateration measure-
ment method [10,11].

2. Measurement principle
2.1. Optical frequency comb

Generally, a laser does not have only one wavelength or
frequency, but has some natural bandwidth that is related
to the gain medium and the optical cavity. In the optical
cavity, the light waves will constructively and destruc-
tively interfere with themselves, becoming a formation of
standing waves. The discrete sets of frequencies of stand-
ing waves are called longitudinal modes. These modes
are the only frequencies of light that is allowed to oscillate
by the resonant cavity and to oscillate independently. The
output of a laser has several thousands of modes. Thus, the
output intensity will become nearly constant; this is
known as a continuous wave, or cw. If all of the modes of
a cw laser are fixed in phase relationship, the lasers will
periodically interfere with one another. As a result, the
laser produces pulse trains of light and it is said to be
mode-locked. Mode-locked lasers generate repetitive,
ultrashort optical pulse trains by fixing the relative phases
of all of the lasing longitudinal modes [12-15]. These
pulses are separated in time that is given by Eq. (1).

2L
T=""
c

(M

where L is the length of the optical cavity and c is the speed
of light in vacuum. Therefore, the mode spacing of the laser
will be

1
Av = pe (2)

For that reason, the spectrum of each pulse train is sep-
arated by the repetition rate of the laser, and the spectral
lines are called an optical frequency comb.

The time and frequency domains of an optical fre-
quency comb are shown in Fig. 1. In the time domain,
the pulse train is emitted by a mode-locked laser in the
same time as the pulse-to-pulse separation time, 1/fp,
where fr, is the repetition frequency of the optical fre-
quency comb. In the frequency domain, each shape line
is separated equally. The optical frequencies f;, of the comb
lines is described as f, = mfr.p + fo, where m is a large inte-
ger of order 10° and f; is the offset frequency resulting
from the pulse-to-pulse phase shift (A¢).

2.2. Fabry-Pérot Etalon

A Fabry-Pérot Etalon (etalon) is an interferometer in
which the beam of a laser undergoes multiple reflections
between two reflecting mirrors [16]. The resulting optical
transmission is periodic in wavelength. The transmission
of the etalon is at a maximum when the phase difference
for a round-trip follows Eq. (3):

Ap
E(r) Peak J

Peak of the
carrier wave

Carrier wave

(a) Time domain.

I(v)

Ls=mf+fi

(b) Frequency domain.

Fig. 1. (a) Time domain and (b) frequency domain of an optical frequency
comb.

2n
n
where [ is the cavity length of an etalon, 6 is the transmis-
sion angle, n is the refractive index of the medium and 4 is
the laser wavelength. Expressing the maximum condition
in terms of frequency, the location of transmission peak
locations can be written as follows:

2nlcos 0 = 2mm (3)

c
=Mz 4
V= M3nicoso “)
Therefore, the frequency separation between successive
peaks can be determined. The peak-to-peak frequency sep-
aration is called the free spectral range (FSR), and it is given
by Eq. (5):
c
FSR = A = Up1 — Upy = 5nlcos0

()

As a result, when an etalon is applied, the repetition fre-
quency of an optical frequency comb is transferred to the
high frequency of the FSR. However, the output intensity
is reduced when the laser pulse passes through an etalon.
Therefore, an optical amplifier is required for some
applications.

2.3. Optical comb pulsed interferometer

The diagram of an optical-comb pulsed interferometer
is shown in Fig. 2. It is the operating principle of the
unbalanced-arm Michelson interferometer. An optical
comb generates a pulse train, and the laser pulses are
divided into two beams by optical beam splitter (BS).
One beam is reflected in the direction of a scanning mirror
(M1), while the other is transmitted through a reference
position (OPD = 0) to a target mirror (M2).

Both reflected light pulses are recombined with the
beam that returned from M1 to produce interference
fringes when the optical path difference (OPD) of the two
arms satisfies the following Eq. (6) [1-3]:
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Fig. 2. Principle of an optical-comb pulsed interferometer.
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Fig. 3. Envelope interference fringes of the reference position (mp) and
the target (my).
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OPD =
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(6)

where m is an integer, ng; is the refractive index of air and
frep 1s the repetition frequency.

Generally, two interference fringes will overlap with
each other when observed by an oscilloscope. If the fringes
provide a slight displacement (AL), the envelope interfer-
ence fringes will be separated, as shown in Fig. 3.
Therefore, the absolute length under measurement is
determined as Eq. (7):

L= orb +AL (7)
2

In the experiment, two envelope interference fringes
are presented in the time domain. Consequently, the rela-
tionship between the time scale and length scale must be
calibrated to determine the value of AL. A linear gauge
with a resolution of 10 nm was used to determine this rela-
tion. The absolute lengths under measurement also have to
compensate for the group refractive index of air owing to
the change of environmental conditions by Ciddor’s equa-
tion [8].

3. Experiments and results
3.1. Stability and accuracy of pulse interferometer

To study measurement stability, a measurement was
setup as shown in Fig. 4. An optical-comb pulsed interfer-
ometer was paired with an incremental interferometer
(Renishaw length-measuring 633 nm, He-Ne laser
interferometer).

An optical comb, (C-Fiber femtosecond laser,
MenloSystems) was used as the source of laser pulses.
The central wavelength is 1560 nm, the output power is
12 mW, and the repetition frequency is 100 MHz, which
is stabilized by an Rb-frequency standard. Both measure-
ment systems were prepared in an air-uncontrolled labo-
ratory. Lengths of 150 mm were measured every ten
minutes in one hour. The environmental conditions (ambi-
ent temperature, relative humidity and air pressure) were
also recorded. Then, the drifts of both systems were calcu-
lated. The results are illustrated in Fig. 5.

In the experiment, the average value of the ambient
temperature, relative humidity, and air pressure were
25.60 °C, 36.5%, and 101.02 kPa; and the maximum varia-
tion was approximately 0.2 °C, 1.7% and 10 Pa, respec-
tively. The results in Fig. 5 show that the variations from
the average values of both measuring systems have the
same drift tendency. The maximum variations of pulse
interferometer and incremental interferometer are
0.25 pm and 0.21 pm, respectively. The maximum differ-
ence between the two curves is approximately 0.1 pm.
Subsequently, the accuracy of the pulse interferometer
was considered. According to the incremental interferom-
eter, a comparison requires a long, precise translation
stage. The setup diagram for this comparison is shown in
Fig. 6(a). Both measuring length systems share the same
target to avoid the errors of motion translation, and a pho-
tograph of measurement comparison is illustrated in Fig. 6
(b).

In the measurement comparison, a precise translation
stage was controlled by a resolution of 0.05 pm, which
was moved to a position of approximately 150 mm.
Subsequently, the length was measured five times by both
measuring systems. The environmental conditions were
also recorded, to calculate and compensate for the refrac-
tive index of air. The measurement results are listed in
Table 1.

3.2. Surface roughness and the fringes of target balls

In this experiment, two rough metal ball with a diame-
ter of approximately 25 mm were used to obtain the envel-
ope interference fringes at the reference position (OPD = 0).
The measurement setup is illustrated in Fig. 7. One ball is
smooth, with Ra of approximately 0.1 pm. The other ball
is of rough metal, with Ra of approximately 0.2 pm.

The fringes observation in Fig. 8 indicates that the sur-
face roughness of the target affects the quality of the

Target
laser - -
> > »
| PN D
- = o0
Optical amplifier £ Reference
=1
<
Q

>

Optical comb

DetectorH Oscilloscope |

Fig. 4. Measurement setup for study of stability of optical-comb pulsed
interferometer compared with an incremental interferometer.
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Fig. 5. Measurement stability of pulse interferometer and incremental
interferometer.

pattern fringe: a ball with a smooth surface presents a per-
fect interference fringe, and its intensity is also higher than
that of a ball with a rough surface. In addition, if the Ra
value of the metal ball is higher than 0.2 um, the interfer-
ence fringe will disappear because the laser beam cannot
reflect to the interferometer system. On the other hand,
the intensity of the interference fringe is enhanced if the
Ra value is better than 0.1 pm. However, aligning the laser
beam is not simple if the surface roughness of the metal
ball is very smooth (Ra < 0.1 pm) because the reflected
area on the metal ball is too small.

3.3. Preliminary absolute-length measurement up to 1500
mm

The preliminary measurement setup diagram of the
pulsed interferometer with a metal ball target is shown

Optical amplifier

in Fig. 9. According to the measurement results in
Section 3.2, a metal ball with Ra approximately 0.1 pm
was selected as the target. The ball was moved by
150 mm in each position. Each length was measured 10
times to determine the repeatability of the measurement.
In this experiment, although an etalon plays the role of
frequency-mode selector, laser power is reduced. In addi-
tion, the surface roughness of the target also affects the
laser beam that returns to the interferometer. It is very
difficult to detect an interference signal by using only a
simple optical detector. Consequently, a frequency-
selective amplifier was used to amplify a small interfer-
ence signal. Noise was also rejected by this technique.
Fig. 10 shows the results of the measurement.

The measurement performance of the proposed tech-
nique was evaluated by the repeatability of the measure-
ment of each position. The maximum standard deviation
is approximately 1 pum for the absolute length up to
1.5 m. However, the results were measured in an air-
uncontrolled laboratory, and the environmental conditions
swing between (19.9-22.3)°C, (23.7-28.4) %RH, and
(99.7-100.9) kPa for the ambient temperature, air humid-
ity, and air pressure, respectively.

4. Discussion
The stability of an optical-comb pulsed interferometer

causes an error in length measurement owing to changes
in the refractive index of air. The drift of measurement

¢“—>— Detector H Oscilloscope |
3
l/T\lkeference -

v Target

Yy

Renishaw  p—»
h

L

—
D

laser

[ Translation stage

(a) Comparison setup of optical-comb pulsed interferometer

and incremental laser interferometer

-—

/ 2
-
Translation stage

L

Renishaw laser

Coimtor |

(b) Photograph of measurement comparison.

Fig. 6. (a) Comparison setup diagram, (b) photograph of comparison between optical-comb pulsed interferometer and incremental laser interferometer.
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Table 1
Measurement results.

385

Average of environmental conditions

101.02 kPa 25.60 °C 36.5 %RH

No. Pulsed interferometer (mm) Incremental interferometer (mm) Difference (pum)
1 149.85692 149.85689 0.03

2 149.85693 149.85694 -0.01

3 149.85692 149.85682 0.09

4 149.85692 149.85689 0.03

5 149.85693 149.85710 -0.18

SD 0.01 0.10 pm

SD: Measurement standard deviation.

| (a) Metal ball, Ra ~0.1 um

Fig. 7. Optical-comb pulsed interferometer setup with targets at the reference position of measurement: (a) ball is smooth, with Ra of approximately

0.1 pm, and (b) ball is of rough metal, with Ra of approximately 0.2 pm.

Intensity (V)
Intensity (V)

(@) (b)

Fig. 8. Interference fringes of (a) a smooth surface, Ra ~ 0.1 um, and (b) a
rough surface, Ra ~ 0.2 um of metal ball targets.

was approximately 0.25 pm in one hour. This result shows
that the drift was mainly caused by changes in the environ-
mental conditions, while the noise of interference fringe
was caused by air fluctuation and mechanical vibration.
This is a source of measurement uncertainty, which should
be considered in making a precise measurement. In addi-
tion, sensors with higher accuracy are required in order
to record a change in environment along the entire optical
path for compensation.

The roughness of the surface target is significant to the
accuracy of measurement. This roughness directly affects
fringe acquisition. A suitable surface of a target is one
factor that must be considered for applications with a

high-accuracy requirement. Moreover, the roundness and
diameter tolerance of the target should also be considered
for possible applications. When a metal ball with a diame-
ter of 25 mm is used as the target, a beam misalignment of
+0.2 mm from the center of the ball will cause an error of
measuring length of approximately 1 pm. However, the
error also depends on the surface roughness, roundness,
laser beam diameter, and length of measurement. If some
area of the ball’s surface is not sufficiently smooth, it will
affect the error of measurement. In the experiment, using
a focusing beam, the repeatability of measurement was
improved over using a small spot beam and a large beam
diameter. However, the laser beam will be lost when the
ball is moved far away from its position. On the other hand,
the laser beam is not lost when using a small spot beam
and a large beam diameter, but this presents a large stan-
dard deviation.

Although an etalon plays the role of frequency mode
selector for this application, the power of the laser is
reduced. Therefore, the reference mirror type not only
achieves a good transmission but also sufficiently reflects
the laser beam to produce reference fringes. In the experi-
ment, a sapphire window plate was selected as a reference
position (m=0) because its transmission property is
appropriate for a laser wavelength in the range of
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Fig. 11. Interference fringes (a) before and (b) after passing through a
frequency-selective amplifier.

1.56 pm. This means the laser power is slightly reduced
when the laser passes through a sapphire window plate.
Furthermore, an optical amplifier was used to gain the
laser power. The interference-fringe signals were amplified
by a frequency-selective amplifier. In this case, the phase-
sensitive detection method was sufficiently powerful to
gain a small signal and reduce noise. Although the power
of the laser beam was reduced by an etalon, and the inter-
ference fringes were also influenced by the roughness sur-
face of the target, the signal-to-noise ratio of the small
signals was improved by a frequency-selective amplifier.
It is apparent that the noise is rejected and the interference
fringes intensity is amplified, as shown in Fig. 11.
Consequently, the interference fringes are captured, and
the length observations are also measured.

5. Conclusion

Experiments on absolute-length measurement for
dimensional applications have been conducted using an
optical-comb pulsed interferometer. The 1-GHz FSR
Fabry-Pérot fiber etalon plays the role of a frequency mode
selector, and a metal ball is employed as the target of the
single-mode fiber interferometer. The measurement accu-
racy mainly involves the quality of the envelope interfer-
ence fringes, which correspond to the surface roughness
of the target. The drift is mainly sourced from changes in
environmental conditions, while the noise of the interfer-
ence fringe is caused by air fluctuation and mechanical
vibration. The stability and accuracy of the measurements
are compared with those of a commercial incremental
laser interferometer, and the drifts of both systems have
the same tendency. The maximum standard deviation is
approximately 1 pm for the absolute length measurement
up to 1.5 m. The proposed technique can provide sufficient
accuracy for non-contact measurement in applications
such as a simple laser-pulse tracking system.
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This paper presents a new optical method of coordinate measuring machine (CMM) verification. The
proposed system based on a single-mode fiber optical-comb pulsed interferometer with a ball lens of
refractive index 2 employed as the target. The target can be used for absolute-length measurements
in all directions. The laser source is an optical frequency comb, whose repetition rate is stabilized by
a rubidium frequency standard. The measurement range is confirmed to be up to 10 m. The diagonals
of a CMM are easier to verify by the proposed method than by the conventional artifact test method.
The measurement uncertainty of the proposed method is also smaller than that of the conventional
method because the proposed measurement system is less affected by air temperature; it achieves an
uncertainty of approximately 7 wm for measuring lengths of 10 m. The experimental results show that the
measurement accuracy depends on noise in the interference fringe, which arises from airflow fluctuations
and mechanical vibrations.
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1. Introduction

Coordinate measuring machines (CMMs) are widely used to
measure the three-dimensional sizes, forms, and positions of work-
pieces. Demonstrating traceability to the International System of
Units (SI) and estimating the accuracy of CMM measurements are
critical to maintaining confidence in their reliability. Therefore,
CMMs must be calibrated upon installation and verified periodi-
cally during operation. The main tests required to decide whether
the CMM performs to the maximum permissible error of length
measurement specified by the manufacturer are detailed in Part 2
of the International Organization for Standardization (ISO) 10360
series [1]. The standard states that five different lengths should be
chosen. The longest calibrated test length should be at least 66%
of the maximum travel of the CMM. Measurements should be per-
formed in four required positions along the space diagonals shown
in Fig. 1, and in three positions parallel to each of the CMM axes.
Many methods using calibration artifacts and continuous wave
(CW) laser interferometers have been developed to verify CMMs
[1-11].

Most methods prefer to use end standards, such as a series of
gauge blocks, a step gauge, or a ball plate. However, evaluating

* Corresponding author. Tel.: +81 3 5841 6472; fax: +81 3 5841 6472.
E-mail address: wiroj@nanolab.t.u-tokyo.ac.jp (W. Sudatham).
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large-CMMs (measuring volumes over 2m3) has been problem-
atic because of the unavailability of large calibration artifacts. Large
calibrated artifacts are difficult to produce because of their size
and weight. Calibrating large gauges is difficult, and maintaining
gauge accuracy during storage and handling is troublesome [12,13].
Although a CW-laser interferometer can measure long lengths
along body diagonals, the measurements can be slow and require
difficult laser beam alignment. Moreover, the measurement path
cannot be interrupted during the measurement period, because it
is operated based on interference fringe counting method.
Recently, optical frequency combs have been proven useful
tools for dimensional metrology because of their high frequency-
stability and direct traceability to the SI base unit [14]. Several
length measurement methods using optical frequency combs have
been proposed [15-19]. We developed an optical system for large-
size CMM verification that overcomes the problems of conventional
artifact test methods. The new system is based on a single-mode
fiber optical-comb pulsed interferometer, and uses a ball lens of
refractive index 2 as a target. The repetition frequency of a general
optical comb is generated, and an optical fiber etalon (Fabry-Pérot
fiber etalon) is used as a frequency mode selector to generate inter-
ference fringes at the required absolute positions. The performance
of long-range measurements was demonstrated by preliminary
absolute-length measurements. The proposed system can be used
to measure absolute length up to 10 m. The proposed system was
used to verify the diagonals of a moving-bridge type CMM in
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Fig. 1. Measuring lines of the diagonals in space of a CMM; opposite corners of the
measuring volume are assumed to be (0,0,0) and (1,1, 1) in coordinates (X, Y, Z).

volume space, as was an artifact test method, for comparison, and
the measurement uncertainties of both techniques are discussed.

2. Principle of measurement

The proposed measurement technique is based on a single-
mode fiber interferometer, as shown in Fig. 2. An optical comb
(C-Fiber femtosecond laser, MenloSystems) with a 1560 nm cen-
tral wavelength and a 100 MHz repetition frequency stabilized by
a rubidium frequency standard generates a laser pulse that passes
through a fiber etalon with a free spectral range (FSR) of 1 GHz.
An optical amplifier amplifies the laser beam, which then passes
through an optical fiber circulator (CIR) to a fiber beam splitter
(FBS). One of the resulting split beams is collimated by a collimator
(C1) toward a scanning mirror (M1), while the other is collimated
by a lens, transmitted through a sapphire window plate (SW) at
the reference position before reaching probing target. This second
beam acts as measurement arms of a Michelson interferometer.

Subsequently, the beams reflected from the SW at the reference
position and the target recombine with the beam reflected from
the scanning mirror M1 to generate interference fringes when the
optical path differences (OPD) between the two arms follow Eq. (1)
[16,17].

mc
OPD - (1)
where m is an integer, c is the speed of light in the vacuum, ng;,
is the group refractive index of air [20,21], and frep is the repeti-
tion frequency. The interference fringe signals return to the output
port of the CIR and are subsequently detected by a photodetector
(2053FC-M, Newport), and observed by an oscilloscope.

Optical amplifier H Fiber etalon |_©“ Optical comb ‘

Detector/ Oscilloscope with memory
Amplifier/Filter stored device

Scanning
R —

—>—| Voice coil CMM probing system
-|= actuator i e N
P> —
-~ sw -~
Lens  [ll(oPD=0) m=1,23..
m=0 Probing target

OPD/2

Fig. 2. Diagram of the proposed measurement system; CIR is an optical fiber circu-
lator, FBS is a fiber beam splitter, C1 is a collimator, and SW is a sapphire window
plate (reference position). The optical components are connected by optical fibers.

Reference Target fringe

fringe

Fig. 3. Interference fringes; the first fringe is produced by reflection of the SW at
the reference position. The second is generated by the target.

Two interference fringes overlap with each other when the OPD
exactly satisfy Eq. (1). In practice, if the measurement length pro-
vides a displacement AL, the envelope interference fringes will be
separated, as shown in Fig. 3.

Therefore, the absolute measurement length is determined by
Eq. (2), where AL is the distance between the peaks of the interfer-
ence fringe envelopes.

. mc
2Ngirfrep

The interference fringes of a pulsed interferometer, as shown in
Fig. 3, are represented in the time domain. The time scale must be
converted to a length scale to determine the distance between the
peaks of the interference fringe envelopes, AL [18].

L +AL (2)

3. Experiments and results
3.1. Pulsed interferometer accuracy

The accuracy of the proposed pulsed interferometer was directly
evaluated using a standard length of long gauge block. The mea-
surement setup is shown in Fig. 4.

A long gauge block [LGB, 150 mm, grade-0, thermal expansion
coefficient (10.8 + 0.5) x 10-6 K-1] was used as the standard length.
The first facet of the LGB was wrung by an optical parallel, and the
other was wrung by a short gauge block (GB). The Airy points of
the LGB were supported by two pin gauges on a translation stage.
The optical components were as described in Fig. 2; the laser beam
of an optical comb passed through a fiber etalon and was aligned
perpendicular to the optical parallel plate over the travel length
of the translation stage. The translation stage was moved until the
first interference fringe appeared due to the beam reflected from
the inner surface of the optical parallel. The second fringe will auto-
matically arise from the facet of the GB due to the traveling stroke
of the scanning device expending the length of the OPD. A temper-
ature sensor was attached to the LGB, and a metal sheet covered
the measurement setup for more than 24 h to stabilize the temper-
ature of the LGB before measurements were taken. The averages of
10 repeated measurements are shown in Table 1.

The measurements in Table 1 indicate sufficient accuracy of the
optical-comb pulsed interferometer for CMM verification.

The precise positions of the interference fringes are very sig-
nificant to the accuracy of pulsed interferometer, which is used to
determine the absolute-length measurement. It relates to the FSR
of the fiber etalon, which is proportional to the refractive index of
the fiber medium and the length of the fiber cavity. Fabricating a
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[ Optical parallel

Fig.4. Measurement comparing the position of interference fringes with a standard
length 150 mm long gauge block. (a) Diagram of measurement setup. (b) Photograph
of the experimental setup.

Table 1
Accuracy of pulsed interferometer determined by comparison with the length of a
standard gauge block.

Tice (°C) AL (mm) LGB;(mm) Measured Difference
value (mm)  (wm)
Average 21.82 0.00294 150.00294 150.00301 -0.07
SD 0.01 0.00002 0.00002 0.00009 -
Variation 0.03 0.00005 0.00005 0.00027 -

Ticp is the gauging temperature of the long gauge block. AL, is the length of ther-
mal expansion. LGB, is the actual length of the long gauge block at the average
temperature of 21.82°C, and SD is the measurement standard deviation.

preface fiber etalon is difficult because of the inhomogeneous-
medium indices of the fiber and coating etalon. The etalon cavity
length is also difficult to control, and so must be measured and
compensated. The FSR is related to the full-width half-maximum
of any one transmission band by a quantity known as the finesse;
high finesse fiber etalons are required for this application as they
show sharper transmission peaks with lower minimum transmis-
sion coefficients [22].

3.2. Ball lens target

We aimed to develop a system that can observe interference
fringes in all measurement directions. Therefore, a ball lens (S-
LAH79, Ohara) with arefractive index of 2 and a diameter of 10 mm
was used as the target of our pulsed interferometer. The back
focal length of the ball lens was set to zero. When this ball lens
is employed as a target, the entire incoming beam will focus at
the ball-lens end surface, as shown in Fig. 5. The reflected beam
retraces its incoming path in the opposite direction. Thus, the ball
lens functions as a retroreflector [23,24].

The total accuracy of the ball lens target depends on the accura-
cies of both the refractive index of glass material and the spherical
fabrication. The following experiment demonstrates the simplest
method to determine the contribution of a ball lens target to optical
path error, as shown in Fig. 6.

Back focal point

Rotating stage |*

Fig. 6. Experimental setup of method determining the effect of a ball lens target on
optical path error.

The experimental setup is based on a general unbalanced-arm
Michelson interferometer. Along-coherence light source (632.8 nm
He-Ne laser, NEOARK) served as a light source. The laser beam was
divided by a beam splitter. One beam was collimated by a lens to
the back focal point of a ball lens target, and the other was incident
on the reference mirror. The beams reflected from the target and
the reference mirror recombined to produce a pattern fringe on an
imaging screen. The ball lens was positioned to be concentric with
a translation stage to avoid errors of stage rotation. The laser beam
was then aligned until a fringe pattern appeared. The ball lens was
rotated by the rotating stage, and the pattern fringe on the screen
was observed.

In observation, the pattern fringe did not change during ball
lens rotation. It can be implied that the ball lens caused an opti-
cal path error of less than one half of the laser source wavelength,
i.e,, less than 0.3 wm. However, vibration of the rotating stage
directly affects the fringe pattern. Therefore, a precise, smoothly
rotary stage is required to achieve high precision in the observed
fringe pattern. A highly accurate roundness measuring machine
to confirm the roundness accuracy of the target is an alternative.
However, for one-dimensional length measurements, the spheric-
ity of the ball lens does not affect the optical path difference, but it
does significantly affect three-dimensional lengths measurements
by the target. Thus, the error due to the target can be ignored for
CMM diagonal measurements by the proposed method.

3.3. Preliminary absolute-length measurement

We demonstrated measurement reproducibility of our method
by preliminary absolute-length measurements, as shown in Fig. 7.
The optical components of this experiment were the same as
described in Fig. 2. The absolute-length measurements were made
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Fig. 7. Preliminary absolute-length measurement set up; (1) is a fiber etalon with 1-
GHz FSR, (2) is an optical amplifier, (3) is a fiber holder, (4) is a lens, (5) is a reference
position, (6) and (7) are mirrors, (8) is a ball lens target, and (9) is a photodetector.

Fig. 8. Long-range measurement of a pulsed interferometer with a ball lens target
(absolute-length measurement is approximately 9 m).
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Fig. 9. Preliminary absolute-length measurement results; the maximum measure-
ment standard deviation is approximately 1.25 pwm for the measurement range of
(0-3) m and 1.71 pm for the measurement range of (7.5-9.0) m.

at target positions approximately every 150 mm up to 3 m. The
absolute lengths were measured and determined using Eq. (2).

Finally, we considered the efficiency of the optical-comb pulsed
interferometer with the ball lens target in long-range mea-
surements. The measurement setup is similar to the previous
experiment, but the target was positioned from 7.5m to 9.0 m.
The measurement setup is shown in Fig. 8, and the measurement
results of both the short-range (0-3 m) and long-range (7.5-9.0 m)
measurements are shown in Fig. 9.

The maximum measurement standard deviation is approx-
imately 1.25um for measurements in the range of (0-3)m,
and 1.71 pm for measurements in the range of (7.5-9.0)m. The

10818} Surqorg

\i

Optical amplifier

Fig. 10. Space diagonal of a CMM measurement using the pulsed interferometer.

reproducibility is mainly affected by environmental conditions,
especially airflow fluctuations and mechanical vibrations. How-
ever, the interference fringes at 9.0 m are very clear, as illustrated in
Fig. 8. These pattern fringes show that the signal-to-noise ratios of
the long length measurements are very high. Therefore, the exper-
imental results strongly indicate that the proposed measurement
system can measure absolute lengths for a range of applications,
because the maximum measurement volumes of most large-CMMs
are approximately 10 m3.

3.4. CMM space diagonals verification

A compact pulsed interferometer was connected to an opti-
cal comb passing through an optical fiber over 100m from the
10th floor to the basement floor of a building. (The optical comb
was installed at the 10th floor, and the CMM was installed at the
basement of the building). A ball lens target was fixed on a CMM
probe head. The diagonals of a moving bridge-type CMM (FALCIO
APEX 707, Mitutoyo) were measured by the proposed technique,
as shown in Fig. 10. First, the measurement lines were defined as
in Fig. 1. To avoid optical path error due to the different refractive
indices of air and the target, the initial zero positions of both the
CMM and interferometer were set for a value of m> 1; therefore,
the initial positions would compensate for the optical path error
of each position. Absolute length measurements of the CMM probe
were made at 150 mm increments along its diagonals using the
proposed system.

To confirm the efficiency of our proposed method, these mea-
surements were compared with the results of a standard artifact
test method. The artifact was a step-gauge (5232, KOBA-step) with
a steel frame, 16 ceramic gauges, 32 faces, and 20 mm nominal
length. The thermal expansion coefficient was 11.5 x 10-6 K-1. This
step gauge was supported, and the reference lengths were mea-
sured by the National Metrology Institute of Japan, (NMIJ). The
step gauge was aligned to approximate the measurement lines
of the proposed method along the four diagonals of the CMM.
A temperature sensor was attached to the gauge to monitor the
gauge temperature during measurements. Each measurement line
was measured only after the temperature of the step gauge had
remained stable for more than 3 h. The diagonals of the CMM were
verified, and the measurement results were corrected to the ref-
erence temperature (20°C) [25]. The results of both methods are
shown in Fig. 11(a)-(d), where the blue-diamonds lines are indi-
cation error of a CMM that measured by the proposed system,
the red-circles lines are measured by a step gauge method, and
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Fig. 11. Comparison of indication errors of CMM diagonal lines measured by the
proposed method (blue diamonds), a standard step gauge method (red circles). MPEg
is the maximum permissible error. (For interpretation of the references to color in
this figure legend, the reader is referred to the web version of this article.)

the black lines are the maximum permissible error of a CMM. The
measurements along the diagonal in space of a CMM refer to Fig. 1.

In the measurement comparisons, to reduce probing error of
the CMM, only unidirectional measurements of step gauge were
considered. The results show that all position measurements fall
within the maximum permissible error of indication of a CMM
for size measurement [MPEg =+(1.9 +31/1000) wm, where [ is the
indication length of the CMM measurement in mm]. The differ-
ences between the uncertainties of measurements are discussed in

the next section. However, the proposed method is non-contact,
and the positioning accuracy along each diagonal was verified
approximately every 150 mm. In contrast, the step gauge meth-
ods are contact measurements, and each diagonal was verified
at approximately every 40 mm, according to the nominal length
of a step gauge. In addition, although error due to stylus tip
compensation was eliminated by taking only unidirectional mea-
surements, probing errors of the CMM still affect measurement
repeatability. Measurement uncertainty of the proposed method
was smaller than that of the step gauge due to slight effects of
air temperature, because temperature distribution on a step gauge
significantly affects the measurement uncertainty. In addition, the
step gauge method is more time consuming than the proposed
method because of the wait for stabilized temperature. The pro-
posed method can directly verify a CMM after a 30-min warm up
of the measurement system.

4. Uncertainty of measurement

The measurement uncertainty by our proposed method was
evaluated in accordance with GUM [26]. The positioning error of
each diagonal of the CMM (Ey), as measured by an optical-comb
pulsed interferometer, is determined by Eq. (3).

Ex=ly—Is+8ly+Iy-a- AT (3)

where Iy is the indication length of a CMM, [ is the standard
length determined by the proposed method, §l;, is the correction
due to finite resolution of the CMM, Iy is the nominal length, o
is the thermal expansion coefficient of a linear scale of CMM, AT
is the difference between the linear scale temperature of a CMM
and the reference temperature.

According to Eq. (3), the uncertainty of CMM diagonal measure-
ments is evaluated as Eq. (4).

u?(Ex) = u?(l) + u(ls) + u*(8li) + Iy - ATu*(a0) (4)

The standard length (ls), determined as in Eq. (2), relates to the
uncertainties of the repetition frequency, the group refractive index
of air, and the distance between peaks of the envelope interfer-
ence fringes. The stability of the repetition frequency after passing
through a fiber etalon is in the order of 10~2 over 2h [16]. This
partially contributes a length uncertainty of 0.5 x 10~° [ divided
by the rectangular distribution, because of the semi-range limits
of the finite resolution of the instrument. The uncertainty of the
repetition rate and carrier offset frequency of the optical comb
are neglected because they are more than 100 times more accu-
rate than the maximum permissible error of a CMM. The standard
length was compensated for the group refractive index of air by
Ciddor’s equation. Therefore, this group refractive index of air equa-
tion relates to the uncertainties of air pressure, air humidity, and
air temperature. The combined standard uncertainty for the length
correction is determined by applying Ciddor’s equation, in which
the sensitivity coefficients are evaluated by first performing par-
tial derivatives. The contribution to uncertainty of each parameter
is evaluated by multiplying standard uncertainties with their sen-
sitivity coefficients [26,27]. The uncertainties due to air pressure,
air temperature, and air humidity were evaluated from the max-
imum variations in the laboratory during measurements; these
were 0.1 kPa, 0.40°C, and 0.5%RH respectively. These parameters
were estimated to have rectangular limits, and the uncertainty of
Ciddor’s equation was estimated to be on the order of 1038,

Next, the uncertainty in the distance between peaks of interfer-
ence fringe envelopes was determined by the relationship between
time scale and length scale [ 18]. This was evaluated using the max-
imum deviation between the measured values and the best-fit line,
and assumed to be a rectangular distribution.
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Table 2
Uncertainty sources of CMM space diagonal verification using a pulsed
interferometer.

Uncertainty source, x; Uncertainty Uncertainty

value, u(x;) contribution, u(y)
Absolute uncertainty
Repeatability of 0.18 um 0.18 pm
measurement
Variations due to the 0.29 um 0.29 pm
finite resolution of a
CMM
Time and length scale 0.18 um 0.18 pm
measurement
Relative uncertainty
Stability of modified <1079 2.89x 107921
repetition frequency
Ciddor’s equation <108 1.00x 1078 |
Variation of air 0.29%RH 2.95x 10791
humidity
Variation of air 57.74Pa 1.52x 10771
pressure
Variation of air 0.23°C 211x10771
temperature
Thermal expansion 1x10°6K! 231x1071
coefficient

Combined standard [(0.38 wm)? +(3.48 x 10-71)2]1/2

uncertainty

lis the indication length of a CMM in mm.

Table 3
Uncertainty sources of CMM diagonal verification using a step gauge.

Uncertainty source, x; Uncertainty contribution, u(y)

Absolute Relative
Uncertainty of step gauge 0.09 wm 2.40x 10771
Repeatability of 0.32 um -
measurement
Variations due to the finite 0.29 um -
resolution of a CMM
Correction due to - 1.41x10°61

temperature distribution
Expanded uncertainty
[(0.87)

+(2.86 x 10731)2]'2 pum

lis the indication length of a CMM in mm.

In the measurement, the difference in temperature between
linear scale of a CMM and a reference temperature cannot be
directly measured, and the positions of a CMM in each diagonal
were automatically corrected for thermal expansion to the refer-
ence temperature by CMM'’s software. Therefore, only uncertainty
of the thermal expansion coefficient was considered.

The digital scale interval of the linear scale of CMM is 0.001 mm
(the resolution in X, Y, and Z axes of a CMM are 0.0001 mm. In the
experimental measurement, the resolution of a CMM was rounded
of the reading at the digit of 1 m). Variations due to this finite
resolution were estimated to have rectangular limits of +0.5 pm.
And the measurement was repeated five times, resulting in a maxi-
mum standard deviation of approximately 0.40 .m. Consequently,
uncertainty due to limited repeatability was estimated to have a
normal distribution.

Finally, the expanded uncertainty (k=2) of the CMM verifica-
tion along the diagonals was calculated to be [(0.77)% +(0.69 x 103
1)2]'/2 um. The uncertainty components are summarized in Table 2.

The positioning error of each diagonal of a CMM (Ex) using a
step gauge is determined by replacing the I; term of Eq. (3) with
the reference length of the step gauge. As a result, the uncertainty
components are evaluated as in Eq. (5).

u?(Ex) = u?(lx) + u?(ls) + u?(8ly) + Iy - au?(At) (5)

where & is the average thermal expansion coefficient of the step
gauge and the linear scale of a CMM, and At is the temperature
difference between the step gauge and linear scale of a CMM.
The uncertainty sources of CMM diagonal verification using a step
gauge are summarized in Table 3.

5. Conclusions

A new optical measurement method to verify CMMs was pro-
posed. Itis a single-mode fiber pulsed interferometer that performs
non-contact measurements on a ball lens of refractive index 2 as
a target. The target can be used for absolute-length measurements
in all directions. The measurement range is up to 10m, and the
proposed method is directly traced to the SI base unit. If the uncer-
tainty due to the finite resolution of a CMM is ignored because of
dependent upon machines, the measurement capability of the pro-
posed system is approximately [(0.36)2+(0.69 x 103 1)2]'/2 um,
which the coverage factor k is 2, or approximately 7 wm for the
indication length of 10 m. The experimental results show that the
measurement accuracy depends on noise in the interference fringe
caused by airflow fluctuations and mechanical vibrations. However,
measurement uncertainty is smaller than that of the artifact test
method due to the effects of air temperature. In addition, the mea-
surement time of the proposed method is 60% less than that of the
artifact method because of its shorter start-up time; the proposed
method can be used in measurements after a 30-min system warm-
up, while the artifact method requires a waiting period of more than
3h to achieve a stabilized gauge temperature for each alignment.
Moreover, the alignment procedure is easier in the proposed sys-
tem because of the compact and convenient optical components.
However, the proposed method is a non-contact one, and therefore
its CMM verification does not include effects of the CMM probing
system.
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A highly sensitive and compact multi-beam angle sensor (MBAS), which utilizes the principle of opera-
tion of an autocollimator, was developed to detect the differential of the local slope components (angle
difference) of a point on the mirror surface and using Fourier series, we can obtain the profile data from
the angle difference. In order to investigate the application of the MBAS for high precision aspheric sur-
face measurements, two types of calibration methods using plane mirror and cylindrical plano-convex
lens has been proposed to measure the sensitivity of the MBAS. The calibration data analysis results

Zi{ ;‘;‘Zl‘liisl;lamr using plane mirror agree well with the measurement results of the cylindrical plano-convex lens data.
Calibration Comparison of the two methods confirms that the second method (using cylindrical plano-convex lens)

Sensitivity is more adapted for measurement with ultra high level of uncertainty. Further, the second method is
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simple, corresponding to a direct calculate in the sensitive parameters aiming to minimize the cost.

© 2016 Elsevier Inc. All rights reserved.

1. Introduction

Precision autocollimators are the most accurate, widely avail-
able means of measuring the tilt angle of a reflecting plane mirror.
They have a wide range of applications such as optical metrology
instruments, the semiconductor industry, and inspection equip-
ment (Whitehouse, 1976; Chetwynd and Siddall, 1976; Vissiere
et al.,, 2012; Whitehouse, 1974).

The autocollimator method is generally used to measure flat-
ness due to its simple optical-path design (Ennos and Virdee, 1982;
Xiaoetal.,2012; Ennos and Virdee, 1983). At the Tohoku University,
the optical was modified by fitting the photoelectric autocollimator
with a resolution of 0.1” for angle measurements (Gao and Kiyono,
1997; Gao et al., 2002). The well-balanced harmonic response in
the entire frequency range is a drawback of this method. Brucas
proposed and developed two modified autocollimators by fitting a
charge-coupled device (CCD) to the optical units, which can be also
used for the angle measurements (Brucas and Giniotis, 2009a,b,
2010). However, they are very time consuming and too many auto-
collimators make it difficult to adjust the direction of the sensor’s
radius. At the Physikalisch-Technische Bundesanstalt institute, the
autocollimators are calibrated by using a WMT 220 angle compara-

* Corresponding author. Fax: +81 3 5841 6472.
E-mail address: chenmeiyun@nanolab.t.u-tokyo.ac.jp (M. Chen).

http://dx.doi.org/10.1016/j.precisioneng.2016.05.004
0141-6359/© 2016 Elsevier Inc. All rights reserved.

tor, which demonstrated the direct traceability of high-resolution
autocollimators to the SI unit of the plane angle (Just et al., 2009;
Probst et al., 1998; Probst, 2008). It is expected that the measure-
ment uncertainty of the angle will be further reduced by calibrating
the angle autocollimator, so that in future the measurement can
be attained with an even smaller uncertainty (Just et al., 2003;
Yandayan et al., 2011; ISO/IEC Guide 98-3:2008).

In order to investigate the application of the multi-beam angle
sensor (MBAS) for high precision roundness measurements, we
previously reported the preliminary results of MBAS applications
to measure the surface profiles of a cylindrical workpiece. Using
Fourier series, we obtained the profile data from the angle differ-
ence (Chen et al., 2015a, 2014). Here, we present a new detailed,
expanded two types of calibration methods for the sensitivity of
MBAS using a plane mirror and cylindrical plano-convex lens. The
calibration data analysis results using plane mirror agree well with
the measurement results of the cylindrical plano-convex lens data.
In the second method (using cylindrical plano-convex lens), the
radius of curvature R and the differential spacing Ad can be used to
calibrate the sensitivity of the MBAS. Despite the simplicity of the
proposed method, the uncertainty budget for the sensitivity of the
MBAS in the calibration experiment using plane mirror agrees well
with the measurement results of the sensitivity in the cylindrical
plano-convex lens experiment, which also verified the feasibility of
the calibration for the MBAS sensitivity using a cylindrical plano-
convex lens.
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MBAS

. Collimator lens
Pinhole

LD

Workpiece

Fig. 1. Construction of the MBAS.

Comparison of the two methods confirms that the second
method is more adapted for measurement with ultra high level of
uncertainty. Further, the second method is simple, corresponding
to a direct calculate in the sensitive parameters aiming to minimize
the cost.

2. Principle of operation
2.1. Multi-beam angle sensor for flatness measurement of mirror

An autocollimator is an optical instrument for non-contact mea-
surement of angles from areflecting surface. The MBAS is based on a
multi-autocollimator system using microlenses to measure deflec-
tions in an optical system. The MBAS works by projecting an image
onto a beam splitter, and measuring the deflection of the returned
image against a scale. The reflected angles at several points on the
mirror surface can be measured using the sensor. Then, the sensor
scans the workpiece while it is rotating.

Fig. 1 illustrates the optical system of the MBAS. The laser beam
fromalaser diode (LD) passes through a pinhole, and it is collimated
by a collimator lens. The beam is then bent by a beam splitter and
projected to the workpiece surface. The reflected beam from the
workpiece surface passes totally through the beam splitter to the
microlens, and after being focused on the microlens, it is split into
several beams. The resulting pattern is observed and recorded by a
CMOS camera mounted along the vertical axis. The imaging can be
observed on a TV monitor. In order to investigate the application of
the multi-beam angle sensor (MBAS) for high precision roundness
measurements, we previously reported the preliminary results of
MBAS applications to measure the surface profiles of a cylindrical
workpiece. Using Fourier series, we obtained the profile data from
the angle difference (Chen et al., 2015a, 2014).

Using the MBAS, we implemented the experimental system
shown in Fig. 2. A workpiece was placed on the tilt stage, and the
rotary platform is mounted between two XY-platforms. Therefore,
the rotary table in this case acts as a small angle generator and the
reference mean of angle measurement.

Fig. 3 illustrates how the two points A and B in the circumfer-
ence of the circle with certain radius are carried out by rotating the
workpiece step by step (Chen et al., 2015b). The workpiece flatness
is calculated by applying the autocollimator principle of the angle
difference at each of these two angles on the workpiece. The angle
difference can be calculated from the intensity distribution of the

~\
XY-platform

Rotary stage

Fig. 2. Schematic of the micro-SMM.

spots on the CMOS (Chen et al., 2016). Then, the specimen profile
at each location on the circle can be determined accurately. This
procedure is repeated for circular scans of different radii, to yield
the overall shape of the surface.

In the flatness measurement, the sensitivity W and width of
the lattice spacing Ad (calculated from the angle difference using
MBAS) have been used to estimate the radius of curvature R of
the cylindrical plano-convex lens (if R is unknown). Here, the pro-
file of cylindrical is also can be calculated from the curvature R.
Therefore the sensitivity Wis an important parameter in the profile
measurement.

Reversely, in the calibration experiment, the radius of curvature
R and width of the lattice spacing Ad (calculated from the angle
difference using MBAS) have been used to calibrate the sensitivity
of the MBAS.

2.2. Measurement of the sensitivity W

Using the MBAS, we could measure the flatness of several tens
micrometer with repeatability of several tens nanometer. Some
flatness measurement results also imply that the MBAS can mea-
sure flatness with absolute accuracy under several tens nanometer
if the sensitivity W is less than 0.5% (Chen et al., 2015b, 2016).
Therefore, an important prerequisite for the determination of the
measurement uncertainty can be achieved with the accurate cali-
bration of sensitivity of the MBAS.

Circumferential scan

MBAS(Fixed)

Fig. 3. Profile measurement along the circumference of a circle with certain radius:
the multi-beam angle sensor is fixed onto the support structure and scanning the
workpiece while it is rotating.
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A

|

(a) Perfectly collimated beam: the slope is coupled to the position of spot.

A

/

(b) Nearly collimated beam: the slope of the center of the lens is coupled to the center of the spot.

Fig. 4. Focusing a collimated laser beam: the relationship between the beam, slope, and spot.

(a) Perfectly collimated beam: the slope is coupled to the position of spot.

(b) Nearly collimated beam: the slope of the center of the lens is coupled to the center of the spot.

2.2.1. The principle of the MBAS for measurement of
variable-radius of curvature

In order to investigate the sensitivity of the MBAS in measure-
ment of variable-radius of curvature, the principle for the flatness
and aspheric surface measurement are discussed.

As afirst example, we consider a common application in flatness
measurement, the focusing of a perfectly collimated beam to a small
spot, which is shown in Fig. 4(a). Here we have a laser beam, which
is focused by a lens. From Fig. 4(a), we find that the slope is coupled
to the position of the spot.

Another example is the nearly collimated beam focused by a
lens in aspheric surface measurement, as shown in Fig. 4(b). Only
the slope of the center of the lens is coupled to the center of the
spot and the size of the spot increases. The problem is often stated
in terms of focusing the output from a “parallel light source.”

A further analysis of the radius of curvature and sensitivity of
the autocollimator will be discussed on this topic in Section 2.2.2.

2.2.2. Calculating the sensitivity W from the radius of curvature R

In order to obtain a precise estimate of the signal in the mea-
surement of the aspheric surface, a multi-spot light beam has been
developed for measurement of the local slope of the cylinder lens.
Whereas in this situation, the MBAS is sequential with a highly
flexible sampling pattern and measures aberrations of the incom-
ing beam using only one sensor for an imaging system. Here, we
have a laser beam as shown in Fig. 5, with radius of curvature
R and divergence 2« that is focused by a lens of focal length f.
Assuming that the lattice spacing of the lens is d, k is the distance
between the lens and aspheric surface, and the position of the beam
coming from the center of lens on the aspheric surface is c, we
can obtain the divergence o by the lens spacing between points
A and B, dap and radius of curvature R. The divergence « is then
given by:

_ dap
*=9R (1)

fa k
R
d N
dpag| 42 fz \Lz(x c /&10(=dA3/2R
|
- \
Ad,g/2

Fig.5. The lattice spacing varied with focal distance f, lens spacing d, the spot spacing
dg, the radius of curvature of the workpiece R, the differential spacing Adap and the
distance between lens and aspheric surface k.

The optical invariant then tells us that we must have Eq. (2),
because the product of the radius and divergence angle must be
constant. From Fig. 5, we obtain the lens spacing between points A
and B, dag, by the following:

% =c+2ak (2)
From Eqgs. (1) and (2), we obtain the position of the beam from

center lens on the aspheric surface c, calculated by a simple equa-

tion:

€T 2R+ 4k (3)
From Fig. 5, we obtain the spot spacing between points A and B,

drag, by the following:

d d
50 = P +alfa+fi) (4)
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From Eqs. (3)and (4), we obtain the differential between the lens
spacing d and the spot spacing dg, Adag (the differential spacing),
by the following:

(fa +fa)das
R+ 2k

Accordingly, a variation in the differential spacing of points A
and B, can be known from variation in the focal distance fag, lens
spacing dag, radius of curvature of the workpiece R, and distance
between lens and aspheric surface k.

In order to know, theoretically, the relationship between the
radius of curvature R and the sensitivity between points A and B,
we derived the following formula:

(5)

Adpg = dpap — dpp =

(fa +fa)das Wag
R="_-"""""2_12k= — 2k 6
Adpp Adpg (6)

where Wjg is the sensitivity between points A and B, which can be
described as follows:

Wag = (fa +/8)das (7)

Here, the sensitivity in the calibration experiment using plane
mirror can be calculated from Egs. (7).
We note that the sensitivity Wag can also be denoted as:

Wag = (R+2k) Adap (8)

Similarly, the sensitivity in the calibration experiment using
cylindrical plano-convex lens can be calculated from Eqgs. (8).

In order to know, theoretically, the relationship between the
radius of curvature R and the sensitivity Wag between points A and
B, we derived formula:

_ Whas

R -2k (9)

In the flatness measurement, using Formula (9), the sensitivity
W and width of the lattice spacing Ad (calculated from the angle
difference using MBAS) have been used to estimate the radius of
curvature R of the cylindrical plano-convex lens (if R is unknown).
Here, the profile of cylindrical is also can be calculated from the
curvature R. Therefore the sensitivity W is an important parameter
in the profile measurement.

Reversely, in the calibration experiments, using Formula (7), we
can calculate the sensitivity W by measuring focal lens f of two
spots and the lens spacing d between two spots; using Formula (8),
we can calculate the sensitivity W by measuring the width of the
lattice spacing Ad between two spots (calculated from the angle
difference using MBAS).

2.3. Calibration of the MBAS

For the determination of the sensitivity of MBAS, two indepen-
dent calibration methods can be applied using the Formulas (7) and
(8) in Section 2.2.2.

One fundamental calibration method is based on a comparison
of all displacements in a measurement range with certain steps of
a plane mirror. The selection of measurement points and precise
adjustment of the angles specified is performed with the aid of a
tilt stage and laser hologage. Using Formula (7), we can calculate
the sensitivity W by measuring focal lens f of two spots and the lens
spacing d between two spots.

Another novel calibration method is independent of any assis-
tive tools, which is based on the angle difference measurement
using a cylindrical plano-convex lens (if the radius of curvature R
is known). Using Formula (8), we can calculate the sensitivity W by
measuring the width of the lattice spacing Ad between two spots
(calculated from the angle difference using MBAS).

2.3.1. Using plane mirror and tilt stage

Calibration of the autocollimator is always a complicated task
since small angle steps must be generated with a very high pre-
cision. In principle, the measurement step width can be selected
by the resolution of the autocollimator; however, limited by the
repeatability of the MBAS readout, the selection of micro area mea-
surement steps is necessary to detect short period deviation of the
autocollimator. As the scope of the calibration must be kept within
reasonable limits and additional requirements for long-term sta-
bility must be met in the case of long measuring times, calibrations
in micro area measurement steps are carried out only over selected
small sections of the measurement range. The most accurate avail-
able method is to perform calibrations in different measurement
ranges with appropriate measurement steps.

Fig. 6 illustrates the construction of calibration performed by
comparison with the sensitivity of the autocollimator in differ-
ent points. The measured displacement of the spot values of the
MBAS with different t indicated for the sensitivity difference of the
autocollimator. The selection of measurement points and precise
adjustment of the angles specified is performed with the aid of a
laser hologage. For data acquisition, 30 single values are read out in
each adjustment for 10 wm displacement of the tilt stage and mean
values of the displacement of spot are calculated. To eliminate the
linear drift influences during calibration, three measurement series
are carried out to obtain the standard deviation.

Here, the distance between the fulcrum and observation point
I is 132 mm, the displacement of the tilt stage h is 10 wm (mea-
surement step). Thus, the angle of inclination ¢ (in prad) can be
described by Eq. (10).

. 10(l)Oh

The sensitivity of the autocollimator s can be expressed as:

(10)

S:E (11)

where p represents the ratio between the angle of inclination t and
sensitivity of the autocollimator s. From Eqs. (10) and (11), we can
derive the sensitivity of the autocollimator s (in prad/pixel), which
is expressed as follows:

1000h
S=——
pl
The focal length of the microlens array f (in um) can be denoted
as:

(12)

ds
f=5¢ (13)

From Egs. (12) and (13), we can derive the focal length of the
microlens array f (in mm), which is expressed as follows:

_ plds
f= 2h

To evaluate the sensitivity W based on the calibration method
using real datasets, the measurement components were also ana-
lyzed.

Explanations regarding the components are:

(pa, ps) Here p represents the ratio between the angle of inclina-
tion t and sensitivity of the autocollimator s. py and pg is the ratio
in point A and B, respectively. According to the calibration experi-
ment using plane mirror, the ratio p can be calculated by the mean
value of typically 3-5 repeat measurements.

(’2‘1—;,) Here the distance between the fulcrum and observation
point [ is 132 mm, the sensitive area of the CMOS d; is 2.2 pm and
the displacement of the tilt stage h is 10 wm. We can calculate the

coefficient of the focal distance is 14.520 (in mm/pixel).

(14)
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Fig. 6. Calibration system (principle): h is the displacement (the measurement value of the laser hologage) of the tilt stage, I is the distance between the fulcrum and

observation points, and t is the angle of inclination.

Get the angle difference Ac
using the MBAS

Express the differential spacing Ad
by Ac and the coefficient d

=z

Calculate the sensitivity W
by Ad and R

Fig. 7. Algorithm flowchart of the measurement: from the differential spacing Ad
to the sensitivity Wap using radius of curvature R.

(fa, fg) Here fa and fg is the focal length in point A and B, respec-
tively. From Eq. (14), we can calculate the focal length of microlens
array at each point.

(dag) Calculation of the mean value of typically 3-5 repeat mea-
surements. The standard average value of the differential spacing
between points A and B is found by simple arithmetic:

dag = (da — dp) ds (15)

From Eq. (15), we also can calculate pitch of the microlens array
dAB.

Finally, the sensitivity Wag between points A and B can be cal-
culated from Eq. (7). Similarly, we can obtain the sensitivity W for
other points.

2.3.2. Using cylindrical plano-convex lens

Fig. 7 shows the algorithm flowchart of the measurement. The
angle difference value can be measured by MBAS, then to evalu-
ate the sensitivity W based on the measurement of the cylindrical
plano-convex lens using real datasets, the measurement compo-
nents are analyzed as follows.

Explanations regarding the components are:

(Adag) We note that the relationship between the differential
spacing Adag and the angle difference Ac,;, can be denoted as:

Acab

AdrB = 7500 ds

(16)

Here the sensitive area of the CMOS ds is 2.2 um.

(R + 2k) Calculation of the mean value of typically 5-10 repeat
measurements. The standard average value of the distance between
the lens and aspheric surface k is 55.5 (in mm). Here, as shown in
Table 3, the radius of curvature R of the cylindrical plano-convex
lens is 519 (in mm).

(Wag) Furthermore, we can obtain the sensitivity Wag from Eq.
(8).

Consequently, the sensitivity Wag can be denoted as the differ-
ential spacing Adag using the radius of curvature R. Similarly, we
can obtain the sensitivity for other points.

The characteristics of the algorithm chart can be estimated by
its transfer function, which defines the relationship between the
differential spacing Adag and the sensitivity Wag.

2.4. Estimation of uncertainty

In statistics, propagation of error is the effect of variable uncer-
tainty in the measurement of plane mirror. We can estimate the
uncertainty in the calibration method using an error propagation
matrix that is deformed by neglecting correlations or assuming
independent variables, yielding a common formula to calculate
error propagation, the variance equations (Ku, 1966):

2 2 2
052 = (g;) o’ + (g;) op% + (gj) o2 (17)

where o5 represents the standard deviation of the function s, oy,
represents the standard deviation of h, o represents the stan-
dard deviation of p, and o, represents the standard deviation of
I. From Eqgs. (12) and (17), the standard deviation of the function s
is obtained as Eq. (18).

1000\ 2 1000h\ 2 1000h\ 2
() o (0 ot (5 e

2 2 2
_ . /e @) 2 (, @) 2 (, ﬁ)
Os \/ s ( A + s v + s i (19)
FromEq.(19), the standard deviation of the function s can also be

expressed in terms of the standard deviations of the other functions,
given by:

2 2 2
- %h % g
w=syf () + (%) 4 (3) 20)
We note that the relationship between standard deviation of the

function o and sensitivity of the autocollimator s can be denoted
as:

2 2 2
9s _ [(% %) (ﬂ) 21
s \/( h ) * ( p) T\ 1)
It is important to note that this formula is based on the linear
characteristics of the gradient of s and therefore it is a good esti-

mation for the standard deviation of s as long as oy, 0p, o) are small
compared to the partial derivatives (Clifford, 1973).
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Fig. 8. Measurement arrangement for calibration of the MBAS: main setup of the
pre-experiment consisted of the MBAS, a laser hologage, a tilt stage, a rotary stage,
and two XY-platforms.

Table 1
Specifics of devices in MBAS (Fig. 8).

Laser diode Output power: 35mW (CW)
Wavelength: 658 nm

Pinhole Diameter: 400 wm

Aperture Diameter: 4 mm

Focal length (f): 46.7 mm
Pitch of the array: 500 wm

Microlens array

CMOS Size: 5.6 mm x 4.2 mm
Valid pixels: 2560 pixels x 1920 pixels

Sensitive area (ds): 2.2 um x 2.2 um

Laser hologage Resolution: 0.01 wm

Repeatability: 0.02 wm

Size: 160 mm x 220 mm
Tilt range: (« axis) £0.7°; (B axis) £0.6°

Tilt stage

Similarly, from Eqgs. (7) and (8), the standard deviation of the
function Wyg can also be expressed in terms of the standard devi-
ations of the other functions, given by:

Owg = \ /(A 202 + ([drn 02 + U +fo)*0, (22)

amm=VAAQQ%§+MA@w%f+m+2M%%%B (23)

3. Experiment and result
3.1. Configuration of the experiment

The pre-experimental arrangement is shown in Fig. 8. In the
pre-experiment, the MBAS is based on a multi-autocollimator sys-
tem using a microlens array. The main setup of the pre-experiment
consisted of the MBAS, a laser hologage, a tilt stage, a rotary stage,
and two XY-platforms. The workpiece is centered with respect to
the axis of rotation; the autocollimator (MBAS) is aligned such that
the horizontal measuring axis and the optical axis of the MBAS lie
in the workpiece plane. A tilt stage is mounted between the rotary
stage and workpiece, which can be used to adjust the workpiece
plane so that it reflects the beam of the MBAS at defined angles.

The resulting pattern (in Fig. 9) is observed and recorded by
a CMOS camera mounted along the vertical axis. Table 1 shows
the specifications of the devices in Fig. 8. By using the intensity

Fig. 9. Image from the CMOS.

—— A Ya=pax+d,
—_—-—,’—___—-_’ -
r —— B Vp=PgX+dg
/ i
F —— C Y= pex+de

D yp=ppx+dp

Angle 200 piexl/div

The displacement 4 50 pm/div

Fig. 10. The displacement of the spot in a measurement range of +150 wm in steps
of 10 pm.

distribution, the angle difference data can be calculated (Chen et al.,
2015a).

3.2. Experiment of the plane mirror

In the following, the displacement of the spot (averaged over
three measurement series) results for the autocollimator will be
discussed. As a measure of reproducibility, Fig. 10 shows the stan-
dard average value of 30 single values of the autocollimator for a
calibration over a measurement range of 150 pm in measurement
steps of 10 wm. The ratio of the output and displacement of the tilt
stage at different points (A, B, C,and D in Fig. 10) is compared, where
the ratio is the displacement of the spot on average.

According to the principle in Section 2.3.1 and the results shown
in Fig. 10, the sensitivity Wag between points A and B is 47.084.
Similarly, we can obtain the sensitivity W for other points, as shown
in Table 2.

The theoretical value of the sensitivity of the autocollimator Sy
(in prad/pixel) can be denoted as:

_ 4
-5

Here the sensitive area of the CMOS d; is 2.2 um and the focal
length of microlens array f is 46.7 mm. From Eq. (24), we can cal-
culate the theoretical value of the sensitivity of the autocollimator
Sp =23.55 prad/pixel.

Assuming that the o, (the standard deviation of h) is 0.01, from
Eq. (21), we can calculate the ratio between standard deviation of
the function o and the sensitivity of the autocollimator s=0.5%;

So (24)
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Table 2
Summary of the results for the measurement of plane mirror.

Type Estimate/pixel Coefficient Estimate/(mm)/pixel) Component Estimate/mm
Pa 3.176 % 14.520 fa 46.120
DB 3.168 @+ 14.520 f8 45.994
dp —dp 232.340 d 0.0022 dap 0.511
Wig/(mm?)=47.084
AB BC CcD
Sensitivity W/mm? 47.084 46.826 46.890
Table 3 Table 4
Specifications of the cylindrical plano-convex lens. Summary of the results for the measurement of cylindrical plano-convex lens.
Parameters Values Type Estimate/mm Coefficient Estimate/mm
Size 30mm x 30 mm Adpg 0.0747 R+ 2k 630
Focal length 1000 mm Wig/(mm?2)=47.082
Edge thickness 4.8 mm
Center thickness 5mm AB BC cD
Radius of curvature 519mm —
Sensitivity W/mm? 47.082 46.847 46.930
> . . .
5 Angle ¢, results of the cylindrical plano-convex lens data (Table 4), which
X verified the feasibility of the calibration for the sensitivity of the
- Angle ¢, MBAS using cylindrical plano-convex lens.
o
8 W\ —— Anglecc
%’D Anglec 3.4. Uncertainty budget for the sensitivity of MBAS from two
8 ‘ experiments

0 90 180 270 360
Rotation angle [deg]

Fig. 11. Measured angle data at points A, B, C, and D.

=

T

>

=

2

o

7o) —— Angle difference Ac,,
]

g

o — Angle difference Ac,
[0

E

T Angle difference Ac4
(] \ \

<0 90 180 270 360

Rotation angle [deg]

Fig. 12. Measured angle difference data for a cylindrical plano-convex lens mea-
sured by the MBAS.

similarly, when the o is 0.01 pixel, the ratio is 1.5%; when the o,
is 1 mm, the ratio is 0.75%.

3.3. Experiment of the cylindrical plano-convex lens

In the experiment, cylindrical plano-convex lenses were used as
specimens. Table 3 shows the specifications of the workpiece; the
cylindrical plano-convex lens has a convex curvature in the vertical
direction and has no curvature in the horizontal direction.

Fig. 11 shows the angle data c,, ¢, ¢, and c¢g measured by the
MBAS system for a cylindrical plano-convex lens. The horizontal
axis is the rotation angle and the vertical axis is the angle data
value. The angles of the specimen at points A, B, C, and D are 414.2,
411.0, 413.3, and 419.5 (in pixel), respectively.

According to the principle in Section 2.3.2 and the measured
angle difference data in Fig. 12, the sensitivity Wag between points
A and B is 47.082. Similarly, we can obtain the sensitivity W for
other points, as shown in Table 4.

Despite the simplicity of the proposed method, the calibration
data analysis results (Table 2) agree well with the measurement

To evaluate the developed methodology based on the calibra-
tion method using real datasets, the measurement uncertainties
were also analyzed. Table 5 shows a list of all relevant uncertainty
components for the calibration of the MBAS of the type, and states
the estimates, the sensitivity coefficient function, and the resulting
uncertainty contribution as standard uncertainty of the sensitivity
(from Eq. (22)).

Explanations regarding the uncertainty components are:

(of,, 05, and oy, ) Calculation of the standard deviation of the
mean value of typically 3-5 repeat measurements.

(fa +fg and dag) The sensitivity coefficient of the MABS accord-
ing to Section 3.2 (Fig. 10).

(ow,, ) According to Eq. (22), the total uncertainty contributions
for the calibration of the sensitivity ow,, is £0.0270 mm?, we find
the biggest function standard deviation error is oy, .

Similarly, we can obtain uncertainty of the sensitivity for other
points, as shown in Table 5.

Table 6 shows a list of all relevant uncertainty components for
the cylindrical plano-convex lens measurement of the type, and
states the estimates, the sensitivity coefficient function, and the
resulting uncertainty contribution as standard uncertainty of the
sensitivity (from Eq. (23)).

Explanations regarding the uncertainty components are:

(or, Ok, and op4,,) Calculation of the standard deviation of
the mean value of typically 3-5 repeat measurements. To eval-
uate the standard deviation for the radius of curvature R of the
cylindrical plano-convex lens, an experiment was developed using
conventional high-precision machines (MITUTOYO FALCIO707) to
measure the same cylindrical plano-convex lens. It has a radius of
curvature of 519.084 mm (the uncertainty of the measured radius
g is 0.816 mm). Here, the indication accuracy of the MITUTOYO
FALCIO707 is (1.9 +4L/1000) pm.

(Adag) The sensitivity coefficient of the MABS according to Sec-
tion 3.3 (Fig. 12).

(R+2k) Calculation of the mean value of typically 5-10 repeat
measurements. The standard average value of the distance between
the lens and aspheric surface k is 55.5 (in mm). Here, as shown in
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Table 5
Uncertainty budget of the MBAS for plane mirror measurement (from Eq. (22)).

261

Type Uncertainty component Estimate/mm Sensitivity Estimate/mm Uncertainty
coefficient contribution/mm
Ofy Standard deviation of the focal 0.0000476 dag 0.511 0.0000243
distance in point A
Ofy Standard deviation of the focal 0.0000460 dag 0.511 0.0000235
distance in point B
Odpp Standard deviation of the lens spacing 0.0000293 fa+fs 92.114 0.0270
0w, /(mm?)=40.0270
Type Uncertainty component AB BC CcD
ow /(mm?) The standard deviation of the 47.0844+0.0270 46.826 +0.0740 46.890 + 0.0808
sensitivity

Table 6
Uncertainty budget of the MBAS for cylindrical plano-convex lens measurement (from Eq. (23) and the radius of curvature of the workpiece is 519 mm).

Type Uncertainty component Estimate/mm Sensitivity Estimate/mm Uncertainty

coefficient contribution/mm
OR Standard deviation of the radius of curvature 0.816 Adpg 0.0747 0.0609
O Standard deviation of the distance between lens 0.1 Adpg 0.0747 0.00747
and workpiece surface
OAdpg Standard deviation of the differential spacing 0.00000169 R+2k 630 0.00106
Ow,, /(mm?)=40.0628

Type Uncertainty component AB BC CD

ow [(mm?) The standard deviation of the sensitivity 47.082+0.0628 46.847 +0.0624 46.930+0.0626
Table 7
Uncertainty budget of the MBAS for cylindrical plano-convex lens measurement (from Eq. (23) and the radius of curvature of the workpiece is 363.3 mm).

Type Uncertainty component AB BC CD

ow/(mm?) The standard deviation of the sensitivity 47.091+0.0628 46.872+0.0624 46.935+0.0625

Table 3, the radius of curvature R of the cylindrical plano-convex
lens is 519 (in mm).

(0w, ) According to Eq. (23), the same order of magnitude can
be assigned to the bounds on the uncertainty of the sensitivity in
+0.0628 mm?, where in the cylindrical plano-convex lens measure-
ment, the biggest function standard deviation error is oy.

The uncertainty of the sensitivity is also measured for differ-
ent curvature radii. Table 7 shows the uncertainty budget of the
MBAS for the cylindrical plano-convex lens measurement when the
radius of curvature of the workpiece is tuned to 363.3 mm. When
the radius of curvature decreased, the uncertainty of the sensitiv-
ity decreased by several nanometers. Therefore, the calibration for
the sensitivity of the MBAS can use cylindrical plano-convex lenses
with different curvature radii.

Comparison of the two methods confirms that the second
method (using cylindrical plano-convex lens) is more adapted for
measurement with ultra high level of uncertainty. Further, the sec-
ond method is simple, corresponding to a direct calculate in the
sensitive parameters aiming to minimize the cost.

4. Conclusion

The results of this paper are summarized as follows:

(1) A high accuracy micro aspheric measuring machine (micro-
AMM) for accurate measurement of the small aspheric profile
has been proposed in this paper. The schematic of the micro-
AMM includes three main parts: a multi-beam angle sensor
(MBAS), a rotary unit, and a bearing system. The MBAS was
developed to detect the differential of the local slope compo-
nents (angle difference) of a point on the mirror surface and

using Fourier series, we can obtain the profile data from the
angle difference.

(2) To achieve the absolute accuracy of the flatness measurement
under several tens nanometer, the sensitivity of MBAS should
less than 0.5%. Therefore, for the determination of the sensi-
tivity of MBAS, two independent calibration methods can be
applied using plane mirror and cylindrical plano-convex lens
has been proposed to measure the sensitivity of the MBAS. The
measurement data analysis results using plane mirror agree
well with the measurement results of the cylindrical plano-
convex lens data, which verified the feasibility of the calibration
for the sensitivity of MBAS using cylindrical plano-convex lens.

(3) To evaluate the developed methodology based on the
calibration method using real datasets, the measurement
uncertainties was also analyzed. We evaluated sensitivity for
each lens-array; afterwards we investigated the influence of
the function standard deviation error on the calibration mea-
surement using plane mirror and the cylindrical plano-convex.
The biggest function standard deviation errors are o4 and oy
in the calibration experiment and the cylindrical plano-convex
lens measurement, respectively. Therefore, the precision of the
radius of curvature (cylindrical plano-convex lens) may be the
main reason for the calibration for the sensitivity of the MBAS.

Comparison of the two methods confirms that the second
method (using cylindrical plano-convex lens) is more adapted for
measurement with ultra high level of uncertainty. Further, the sec-
ond method is simple, corresponding to a direct calculate in the
sensitive parameters aiming to minimize the cost.

The uncertainty budget for the sensitivity of MBAS results is less
than 0.5%, which also imply that the MBAS can measure flatness
with repeatability under 50 nm.
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Abstract

The Edlén empirical equations and the two-color method are the commonly used approaches to
converting a length measured in air to the corresponding length in vacuum to eliminate the influ-
ence of the refractive index of air. However, it is not well known whether the two-color method is
superior to empirical equations in refractive index compensation. We investigated the uncertain-
ties of these approaches via numerical calculations of their sensitivity coefficients of environmen-
tal parameters. On the basis of a comparison of their uncertainties, we found that in a 0% humidi-
ty environment, the two-color method had potential to provide greater measurement accuracy
than the empirical equations.

Keywords

Two-Color Method, Length Measurement, Sensitivity Coefficient, Uncertainty, Empirical Equations

1. Introduction

Meter, the unit of length, is defined in vacuum. However, measurements of length are often carried out in air,
which presents some problems. Let us assume that we want to compare two geometric distances G, and G, .
These two distances are measured in air as L =G, xn, and L, =G, xn,, where n, and n, are the refrac-
tive index of air (RIA). In the absence of a relationship between n, and n,, it is not possible to determine
which of G, and G, is greater only by judging the magnitude relationship between L, and L,. To solve
this problem, the influence of RIA must be eliminated.

One approach to obtaining the value of RIA is to use empirical equations [1]-[4]. With n obtained, an estimate
of the geometric distance G =L/n can be calculated. The estimated geometric distance can be used for com-
parison. The empirical equations are used to compensate for the RIA under two assumptions. First, environmen-
tal parameters (namely, temperature, pressure, and humidity) can be measured. Second, a measured environ-
mental parameter is a good reproduction of that parameter along the optical path, meaning that a measured en-
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vironmental parameter is an average value over time and space. In other words, both the spatial distribution of
environmental parameters and the time-delay of measurement equipment can be ignored. These assumptions are
valid only if the measurement is performed in a closed environment (e.g., a well-controlled laboratory or under-
ground tunnel with limited variation in environmental parameters).

Another approach to suppressing the influence of RIA is to apply the two-color method, which was first pro-
posed by Bender and Owens [5] to compensate for the inhomogeneous disturbances of the RIA in an open envi-
ronment. The core concept of the two-color method is to use a measured length difference between two colors
(frequencies) to render length measurements less sensitive to changes in the RIA.

Recently, high-precision length measurements based on fem to second optical frequency comb (FOFC) have
been carried out (e.g., [6] [7]). To compensate for the RIA, FOFC-based RIA measurements [8] [9] and FOFC-
based two-color method experiments [10]-[12] have also been performed. Minoshima’s group performed a two-
color method experiment in a well-controlled environment and found an agreement between RIA compensation
based on the empirical equations and that of two-color method with a standard deviation of 3.8 x 10 *! through-
out hours [13]. They also suggested that the accuracy provided by the empirical equations may be improved
by the two-color method.

One question arises naturally: theoretically, is the two-color method superior to the empirical equations in
RIA compensation? We employed a numerical approach to investigate this possibility.

2. Methods

2.1. Refraction Index Compensation by Empirical Equations

The distance between two points measured in air is an optical distance L, . An estimate of the geometric dis-
tance G, , invacuum and the optical distance has the following relationship.

Gest_i = Lair /n (1)

where n represents the RIA. By applying the law of propagation of uncertainty [14] [15] to Equation (1), we ob-
tain the uncertainty of length in vacuum.

U(Gest_/i)z = {[U(n) / n] x Gest_/i}z +{[U(Lair_1) / Lair_l] x Gest_/i}z (2)

where u(x) denotes the uncertainty of variable x. The first and second terms of the right-hand side of Equation
(2) are the uncertainty due to the refractive index and the length measurement, respectively. These two are de-
fined as follows, respectively.

Uy (Gesi2) =[Lu(n) /n]x Gy @)
U (Geg i) = UL 1) / Ly 1] Gt (4)

The uncertainty of refractive index can be evaluated by the following equation [16] [17].
u(n):\/K$0u2a0)+K§0u2(PO)+Kgouz(Ho) (5)

where u(T), u(P), and u(H) are the uncertainties of the instrument for measuring temperature T, barome-
tric pressure P, and humidity H, respectively. K., K., and K, are sensitivity coefficients and defined as
follows.

Ky, =(dn/dT), Ky =(dn/dP)y, K, =(dn/dH),, (6)
where (dn/dT), is the derivative of function y=n(T,P,H) at T=T,. The definitions are similar for
(dn/dP)s and (dn/dH), .

2.2. Refraction Index Compensation by Two-Color Method

The distances between two points measured in air by using different wavelengths are optical distances ., and

air_1

L. » - An estimate of the geometric distance G, ,, from these two optical distances can be obtained as fol-

lows:
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Gest 21 = Luir 2 = Ax(Ly, 5 — Ly ) @)
where A is the so-called A-factor defined as
A=[N(Ay 5. T,P,H) =11/ [N(Aye 5. T,P,H) = N(Aye 1, T, P, H)] (8)
Equation (7) can be rewritten as follows.
Geg 2 = Ax Ly +(L-A)x Ly , 9
By applying the law of propagation of uncertainty to Equation (9), we have
U(Gqy 21)° =U(Ax Ly, )* +u[(l— A)x L, ,T (10)
The uncertainties of the first and second terms of the right-hand side of Equation (10) are, respectively,
[u(Ax Ly )/ Ax Ly 7 =[u(A) / AP +[u(Ly, )/ L .1 (12)
Ul - A x L 1/ [A- A) x Ly 1Y =[u@— A)/ L~ AT +[u(Ly, ,) / Ly, T (12)
Because we have u(l— A)? =u(l)® +u(A)® =u(A)?, Equation (12) can be rewritten as follows.
Ul - A x L 1/ [A- A) x Ly, 1Y =[u(A) / @~ AP +[u(Ly )/ L T (13)
By substituting Equations (11) and (13) into Equation (10), we obtain
UGy 22)° =[U(A) x Ly, 1 +[u(Ly, ) x AP +[u(A) x Ly, , T +[u(Ly;, ,)x @- A (14)

The first and third terms of the right-hand side of Equation (14) are the uncertainty due to the A-factor, and
the second and fourth terms are the uncertainty due to the length measurement. These two are defined as follows,
respectively.

Un(Geg22) = U(A) x Ly, 1 +[u(A)x L, T (15)
U, (G 2) = AU (L 1) % AT +[u(Ly, ) x (1= AT (16)
The uncertainty of A-factor is as follows.
U(A) = K 1, U2(Ty) + K2 o U (Ry) + K2, u* (Ho) (17)
where K, ., K,,,and K, are the sensitivity coefficients of the A-factor and are defined as follows.
7 i Ka, = (@A1AT); Ky 5y = (dATdP), K,y = (dATdH),, (18)

where (dA/dT), is the derivative of function y=A(T,P,H) at T=T,. The definitions are similar for
(dA/dP), and (dA/dH),, .

2.3. Comparison of Empirical Equations and Two-Color Method

In Equation (4), the uncertainty due to the length measurement is multiplied by the factorG, , /L, ,=n=1.In
Equation (16), the uncertainty due to the length measurement is multiplied by two factors, A and 1-A.
Normally, their orders are several tens. If the two wavelengths used in the two-color method are 780 nm and
1560 nm, then A=x~141 and 1- A~-140. By comparing the magnitudes of Equation (4) and Equation (16),
we understand that only when the condition

[UpGe 2 )T <[, (Geg T’ (19)

is satisfied, the two-color method can be shown to obtain measurements with a smaller error than that of the em-
pirical equations. We performed numerical calculations to check whether Equation (19) is feasible.

3. Numerical Calculations

We used the following parameters for simulation. By referring to Ref. [18], we employed 780.0 nm and 1560.0
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nm as the two wavelengths. We used the equations for the phase refractive index given in Ref. [4]. Because of
the limit on the length of this paper, we only considered the Edlén empirical equations in this study. In the Edlén
empirical equations [2]-[4], the RIA can be derived from the wavelength in vacuum A, temperature T, barome-
tric pressure P, and humidity Has n= f(4,T,P,H). The formula used to perform the calculations can be eas-
ily accessed via the internet [4]. In the following, we only consider the phase refractive index. The group refrac-
tive index can be treated in the same way.

On the basis of Equations (6) and (18), we calculated the change in the sensitivity coefficients when environ-
mental parameters change in a realistic range (T € [10, 30] °C, P € [90,115] kPa, H = 0%). The calculations of
the derivative of each refractive index have been validated in Ref. [19]. The same procedure was used in this
study for calculating the derivative of the A-factor. After obtaining an expression for the sensitivity coefficients
by substituting numerical values, the values of sensitivity coefficients were calculated.

As shown in Figure 1, when H = 0%, the sensitivity coefficient of the A-factor is smaller than that of the
refractive indices. This result, i.e., the A-factor can be considered as a function of just two wavelengths only
when the humidity is 0%, is consistent with the results of previous studies [10] [11] [13] [20]-[24].

On the basis of Equations (3) and (15), we calculated the uncertainties due to the A-factor and refractive in-
dices, respectively. The geometric distance G was set to 1 m. We assumed that u(T)=0.1"C and u(P)=0.01kPa
on the basis of using a thermometer (Testo 735, Testo) and a barometer (VR-18, Sunoh), respectively. These
two are commercially available for us.

Figure 2 shows that u, (G, ,,) <U, (G ;) - This result means that in a 0% humidity environment, the two-
color method has potential to provide greater measurement accuracy than the empirical equations. Note that the
orders of values shown in Figure 2 were affected by the sensitivity coefficients of environmental parameters
and the uncertainties of the instrument for measuring environmental parameters. A detailed uncertainty analysis
in an environment where the humidity is not 0% will be reported in another paper.

4. Conclusion

We analyzed the uncertainties of length conversion based on the Edlén empirical equations and the two-color
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Figure 1. Change in sensitivity coefficients of A-factor and refractive indices with (a) tempera-
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Figure 2. Change in uncertainties due toA-factor and refractive indices with (a) temperature
when P = 101.325 kPa and H = 0% and (b) pressure when T =20°C and H = 0%.

method, in which the uncertainties due to length measurement and refractive index compensation were decom-
posed. Using numerical calculations of sensitivity coefficients of the A-factor and refractive indices of the envi-
ronmental parameters, we found for the first time that in a realistic environmental parameter range (T € [10, 30]
°C, P € [90, 115] kPa, H = 0%), the uncertainty of the two-color method due to the A-factor was smaller than
that of the empirical equations due to refractive indices. This result suggests that in a 0% humidity environment,
the two-color method has potential to provide greater measurement accuracy than the empirical equations, with
the cooperation of suppressing the uncertainties of length measurements (compared with uncertainties of refrac-
tive index compensation) to a negligible level. The findings of this study provide a better insight into the two-
color method, and will create opportunities for further development of application of this method.
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Flatness tolerance of mirror is usually determined for a particular manufactured product based on the users requirement. 1o help
meet this requirement, we here propose a high-accuracy microscale flatness-measuring machine (micro-FMM) that consists of a
multi-beam angle sensor (MBAS). We review the techniques and the sensors predominantly used in the industry to quantify flatness.
Compared with other methods, the MBAS can eliminate zero-difference error by circumferential scan and automatically eliminates
the tilt error caused by the rotation of a workpiece. Our optical probe uses the principle of an autocollimator, and the flatness
measurement of the mirror comprises two steps. First, the MBAS is designed to rotate around a circle with a given radius. The
workpiece surface profile along this trajectory is then measured by the micro-FMM. Experimental results, confirming the suitability

of the MBAS for measuring flatness are also presented.

1. Introduction

Surface flatness of mirror is a critical feature in many industrial and
commercial devices and instruments. A flat surface often serves as a
reference against which to inspect other workpieces. The ISO 1101'
standard for flatness tolerance quantifies flatness in terms of the space
bounded by two parallel planes separated by ¢. This distance must meet
application-specific requirements.’

Surface flatness of mirror can be assessed in various ways, some
similar to straightness. A traditional approach involves sweeping the
test surface in several places with a straight edge and observing where
and how much light leaks through the contact region. This method
suffers from any deviation in the straightness of the edge and from the
diffraction of any light transmitted through even a very small gap. The
edge must also be rotated on the surface to ensure true planarity.” Other
techniques of measuring flatness such as coordinate-measuring machines
(CMM) , the least-square arithmetic was applied in flatness based on
CMM,,* but there is a discrepancy in assessment the uncertainty, such
as in referents.”” Optical measurement methods have also been
reported,®'’ some based on interferometry.'":'> However, interferometry
technique is viable and does produce, under certain conditions, absolute
values. Yokoyama proposed a novel interferometric measurement

© KSPE and Springer 2016
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method using two heterodyne shearing interferometers.'® Although this
technique is robust and precise under general environment, the
measurement curvature-range is limited, as the variation of curvature is
not allowed to be too high.

Another technique, involving the use of an autocollimator,'*!’
yields notoriously high resolution and accuracy. When applied to a
large work piece, many sensors are normally used to determine position
coordinates. The scanning multi-probe system, consisting of two probe
units of the three-probe method, whose straightness profile was evaluated
with an accuracy of approximately 0.4 pm over a measurement length
of 600 mm."® This widely used technique face the problem of the zero
difference error; they carried out an accurate zero-adjustment by two
probe-units (six sensors). This poses a problem that the probe non-
linearity error (the main error sources) will generate in the zero-
adjustment.'®

Ikumatsu proposed the circumferential scan technique (used three
displacement sensors) to measure the flatness, which verified can
automatically reduce the zero-difference error.'®** However he only
shows results of this study through theoretical analysis.

We therefore designed and built a simple but accurate small-angle
generator using a multi-beam angle sensor (MBAS). Its dimensions are
125(L) mm x 130(W) mm x 90(H) mm. The flatness measurement of

@ Springer



1094 / SEPTEMBER 2016

INTERNATIONAL JOURNAL OF PRECISION ENGINEERING AND MANUFACTURING Vol. 17, No. 9

Microlens

\ Collimator lens

Workpiece

Fig. 1 Construction of the MBAS

Tilt stage

Rotary stage

XY-platform

Fig. 2 Schematic of the micro-FMM: multi-beam angle sensor (MBAS),
tilt stage, rotary unit, XY-platforms, and a support structure for holding
the MBAS

the mirror comprises two steps. First, the MBAS is designed to rotate
around a circle with a given radius. The workpiece surface profile
along this trajectory is then measured by the micro-FMM. Compared
with other methods, the MBAS can eliminate zero-difference error by
circumferential scan and automatically eliminates the tilt error caused
by the rotation of a workpiece. Experimental results, confirming the
suitability of the MBAS for measuring flatness are also presented.

2. Micro-FMM Configuration

An autocollimator is an optical instrument that performs non-
contact angle measurements at a reflecting surface. The MBAS is based
on a multi-autocollimator system using microlenses to measure
deflections in an optical system. It works by projecting an image onto
a beam splitter, and measuring the deflection of the light reflected from
the surface. The deflection of the light reflected at several points on the
surface can be measured with a sensor. Then, the sensor is scanning the
workpiece while it is rotating.

Fig. 1 illustrates the MBAS optical system. The laser beam from a

Microlens

array

Beam split
]

Warkpiec
T’i‘ﬂr‘

(a) Side view

1]

(b) Top view

Circumferential scan

Workeiec®
Rotat'\om

— O\

B MBAS(Fixed)

(c) View of the circular trajectory

Fig. 3 Profile measurement along the circumference of a circle of radius
r: the multi-beam angle sensor is fixed onto the support structure and
scanning the workpiece while it is rotating. (a) Side view. (b) Top view.
(c) Overall view of the measurement scans on concentric circles

laser diode (LD) passes through a pinhole and is collimated by a
collimator lens. The beam is then reflected by a beam splitter and
projected onto the workpiece surface. All of the beam reflected from
the workpiece surface traverses the beam splitter to reach the microlens.
After being focused by the microlens, it is split into several beams. The
resulting pattern is observed and recorded by a CMOS camera oriented
vertically, and the imaging can be observed on a TV monitor. Further
processing of the pattern is carried out on a PC.

We used an MBAS to construct the experimental system shown in
Fig. 2. A workpiece was placed on the tilt stage and the rotary platform
was mounted between two XY-platforms. Thus, the rotary table acts as
a small-angle generator and serves to set the reference position for the
angle measurements. The MBAS was arranged to rotate around the
circumference of a circle from the rotational center point. We then
measured the workpiece surface profile along the circle by rotating the
workpiece in increments.

3. Principle of the MBAS

3.1 Measurement of the angle difference ¢

The measurement of the angle difference involves two steps. First,
the MBAS is placed so as to rotate around the circumference of a circle
of radius r centered on point O on the workpiece surface. Then, the
workpiece surface profile is measured along the circumference by
rotating the workpiece in increments, as shown in Fig. 3. The workpiece
flatness is determined in these two steps by the proposed algorithm.
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Further details will be given in Section 4. One commonly used method
for assessing surface flatness uses three sensors'® that can measure
distances relative to a fixed internal reference plane. However, this
method is susceptible to tilt error and zero-difference error, i.e.,
discrepancies between the zero values of each sensor. The MBAS was
designed to address this problem by eliminating the significance of the
zero-difference error (Fig. 3) and automatically eliminating the
significance of the tilt error that originates from the rotation of the
workpiece (Fig. 5).

The MBAS uses a CMOS to capture the spot pattern produced by
a microlens. See Fig. 3(a) for a schematic of the side view of the flatness
measurement system. Here, fis the focal distance of the microlens and
r the radius of measurement.

In the XY plane (Fig. 3(b)), the workpiece is rotated in angular
increments of ¢, with the MBAS initially oriented perpendicular to the
x axis. Flatness is then measured along the straight line passing through
the center of rotation, O. Fig. 3(c) illustrates how the two points 4 and
B in the circumference of the circle of radius » are carried out by
rotating the workpiece step by step.'” The workpiece flatness is
calculated by applying the autocollimator principle of the angle
difference at each of these two angles on the workpiece. The angle
difference can be calculated from the intensity distribution of the spots
on the CMOS.?' Then, the specimen profile at each location on the
circle can be determined accurately. This procedure is repeated for
circular scans of different radii, to yield the overall shape of the surface.

In the flatness measurement, the profile P can be denoted as the
second order integration of the angle differential output c¢ (the
mathematical algorithm is shown in section 3.2), if the zero difference
error ¢y is zero (the difference between the zero-value of the two angles
will generate an offset ¢, in the angle differential output). However, if
the ¢, is not equated zero, the second order integration of the offset ¢,
will yield a quadratic curve in the profile evaluation. Generally known
is the use of the three sensors for the purpose of determining the
flatness of a surface. This widely used technique also face this problem,
they carried out an accurate zero-adjustment by two probe-units (six
sensors). This poses a problem that the probe non-linearity error (the
main error sources) will generate in the zero-adjustment.'®

In order to circumvent the problem of the zero-difference error
mentioned in the last paragraph, we proposed the circumferential scan
technique. Through one circumferential scanning (rotate 360 degree),
suppose the first and last position is the same one, by the proposed
algorithm (Fourier transform), which can automatically reduce the
influence of zero-difference error. Ikumatsu also proposed the
circumferential scan technique (used three displacement sensors) to
measure the flatness, which verified can automatically reduce the zero-
difference error."

Fig. 4 outlines the principle of the angle-difference measurement by
the MBAS. 4, and B, are representative points on the workpiece at the
rotation angle #; (as shown in the Fig. 3(b)), and c,; and c¢;; are the
corresponding angles. Then, ¢ is the angle difference between points 4,
and B,. Here, 4, and B, represent predetermined surface location of the
points A; and B;, and ¢,y and ¢, are the corresponding angles. When
the separation between 4, and B, changes from x, to x;, the relationship
between the surface gradient in the Y direction and the reflected beams
must be determined.

Cal

L (4] ;5"“@ %[5 ] [4,] i (2.

— o =
® © e ©

Fig. 4 Calculation of the angle difference from the intensity distribution
of the center of the overall intensity distribution

. e

Workpiece

Preziclzia

Py

Fig. 5 Relation between surface curvature in the Y direction and the
reflected beams: the green and red lines denote, respectively, the
reference and the actual plane, tilted by angle ¢ and the distance

between the two reflected laser beams from P; plane is /

The MBAS
autocollimator measuring the distance between two reflected beams,

is based on the autocollimator principle. An

which provides a measure of the angle difference of the workpiece.
Assume that, as shown in Fig. 5, the green and red beams originate
from planes P; and P,, respectively. The distance between the two
reflected laser beams from P, plane is /. When the surface tilts in the
Y direction by an angle 6 from plane P, to P,, the positions of the two
reflected beams from plane P, also changes. Relative to the reference
plane P, plane P, is tilted by an angle &, but the distance between the
two reflected beams remains equal to /. Similar to autocollimators, the
distance / provides a measure of the angle difference. Thus, the angle
difference is unchanged by a change in gradient in the Y direction. The
tilt error caused by the rotation is therefore negligible and the specimen
profile can be measured accurately on each concentric circle.

3.2 Calculating the profile P from the angle difference ¢
Fig. 6 outlines the measurement algorithm. The profile P of a
workpiece at a location # can be expressed as a Fourier series, given by

P(5) = an* Y (acostitbsiny) = 2kl M

where a; and b; are the Fourier series coefficients, » the maximum
iterations of the Fourier series, and m the number of sample points.
Here, the angle difference ¢ can be measured by the sensor, and can
also be expressed as the second order differential of the profile data P,
given by
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by the CMOS

{} FFT

Express the angle difference data Ac
by the coefficient d; and e;

10w

Transform Fourier series a; and b;
by the coefficient d; and e;

{} IFFT

Calculate the profile data P
by the Fourier series a; and b;

‘ Get the angle difference data Ac

Fig. 6 Measurement flowchart: from the angle difference ¢ to the
profile data P via Fourier series

n
Ac(t) = P"(t) = —; *(a;cost;i+b,sinti) )

Then, using a Fourier transformation, we can also transform the
angle difference ¢ to coefficients d; and e;, given by

¢= ;(dicostjiJreisintji) =P"(t) 3)

We note that the relationship between the Fourier series (a; and b;)
and coefficients (d; and e;) can be denoted as

g, i
a;=—=, bj=— “

Consequently, the profile P can be denoted as a Fourier series by
using an inverse Fourier transform.

The characteristics of the algorithm can be estimated from its
transfer function, which defines the relationship between the angle
difference ¢ and the profile data P.

Some simulation examples demonstrate how to calculate the
roundness by using Fourier transform.?! The simulation results also
imply that the MBAS can measure roundness with repeatability under
10 nm if the random angle error is less than 0.8 prad.

4. Pre-Experiment

4.1 Configuration of the pre-experiment

The pre-experimental arrangement is shown in Fig. 7. It consists of
the MBAS (multi-autocollimator system with a microlens), two XY-
platforms, a rotary platform, a tilt stage, and a support structure. We
used a stage controller to move the rotary platform, controlled by
Labview software on a PC, and recorded the MBAS output signals at
each position.

Fig. 8 shows the constructed MBAS. A 650-nm-wavelength laser
beam from a LD passes through a pinhole of diameter 400 um and is
collimated by the collimator lens. The beam is then reflected by a beam
splitter and projected onto the workpiece surface. The reflected beam
from the workpiece surface passes totally through the beam splitter and
focuses it on the microlens, which divides the beams into several

XY-platform

Fig. 7 Microscale flatness measurement setup, consisting of the MBAS,
two XY platforms, a rotary platform, a tilt stage, and a supporting
structure for the MBAS

Fig. 8 Construction of the multi beam angle sensor: the MBAS is

based on a multi-autocollimator system using a microlens

Table 1 Multi-beam angle sensor specifications (Fig. 8)

Output power : 35 mW (CW)
Wavelength : 658 nm

Laser Diode

Pinhole Diameter : 400 pm
Aperture Diameter : 4 mm
. Focal distance : 46.7 mm (/)
Microlens Pitch of the array : 500 zm
CMOS Size : 5.6 mm x 4.2 mm

Pixel size : 2.2 gm x 2.2 ym

beams. Finally, the CMOS tracks the position of 8¥8 focal spots. The
pitch of the microlens is 500 pm.

The resulting pattern is observed and recorded by the CMOS
camera, oriented vertically. Table 1 lists the device specifications. The
angle difference can be calculated from the intensity distribution.?!

4.2 MBAS stability

To verify the standard deviation of the MBAS measurements taken
in a real environment, we measured the stability of the angles and the
angle difference over two hours. Fig. 9 plots the angle measurements
at points 4 and B, while the workpiece was not rotating. MBAS stability

is then expressed as the standard deviation of the autocollimator output.
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Fig. 9 MBAS stability: the angles and the angle difference were
measured over two hours

Table 2 Experimental conditions

Parameters Values
Radius of measurement 10 mm
Sample points 360
Rotation increment 1 degree

The experimental setup is mounted on a table in a basement. In Fig.
9, the long measurement time reveals a large thermal drift. The standard
deviation for ca is 2.45 prad, but that of ¢ is 0.79 prad. Here, the standard
deviation c is the stability of the MBAS. We note that the fluctuation
in the stability of ¢ is small because it eliminates thermal drift. We
therefore only consider the differential output to measure flatness.

Our stability testing demonstrates that a simple optical-path design
makes the setup insensitive to environmental fluctuations.

4.3 Pre-experiment results

Mirrors were used as specimens in the experiment. Table 2 shows
the experimental conditions. The workpiece is polyvinyl chloride (PVC)
mirror coated with aluminum. The flatness of the coated PVC plate is
of the order of several dozen micrometers.

Fig. 10 plots c,, cp, and c for the PVC plate, measured by the MBAS
system, as functions of the rotation angle. The range of angle and angle
difference of the rotation angle over 360 degree for the specimen are
3550 and 390 prad, respectively. Measurements plotted in Fig. 11(a)
show that the average flatness, measured over five trials, was 54.32 um
with average standard deviation of 52 nm (Fig. 11(b)).

To evaluate the MBAS method using real datasets, an experiment was
developed using conventional high-precision machines (MITUTOYO
FALCIO707) to measure the same PVC plate. Its flatness profile is
plotted in Fig. 12 and has a flatness of 56.4 um. Here, the indication
accuracy of the MITUTOYO FALCIO707 is (1.9+4L/1000) um, L is
the measuring length (mm).

Fig. 12 shows the profile of the same workpiece obtained by two
separate measurement methods. The flatness derived by the MBAS
method and CMM are 54.32 and 56.4 um, respectively. The MBAS
measurement was done without any temperature control or vibration
isolation.

From the results, it can be clearly seen that the MBAS measuring
results follow the CMM very well in the whole. However, there is a
slight difference in the measurements especially in some point elements
(e.g. peaks, pits, saddle points) compared the two measuring results for

o : : ;
: “’\/Aigywm
o
o2
€2 \/
H
o = Anglec, 7%
co
<38 \/
o
2 —— Angle difference Ac_...—-22"
< . . e
0 90 180 270 360

Rotation angle [deg]

Fig. 10 Measured angles at points A and B and angle difference data
for a PVC plate

2
2

>
© 1S
E — 1trial <
i o
= ;trla: I
—— 3tria >

<
~ — 4trial =
L — strial Repeatability )
= [
o -+
T 3
- o8
Q
o

0 90 180 270 360

Rotation angle [deg]

Fig. 11 Profile data (five trials) and repeatability (average standard
deviation of five trials) test for a PVC plate measured with the MBAS

Profile 10 pm/div

0 90 180 270 360
Rotation angle [deg]

Fig. 12 Comparison of MBAS with CMM measurements

the following reasons: (1) the accuracy of the CMM is over 1.9 um for
limited range; (2) although we have measure the same PVC plate, the
measuring position is not exactly same; and (3) MBAS is an optical
instrument for non-contact measurement of angles, however, the CMM
is using the contact sensor for measurement. Therefore, the measuring
spot of the MBAS is larger than CMM.

To confirm the repeatability of the MBAS measurements, we
repeated the experiment using a very flat mirror, with a flatness of
several dozen nanometers.

Fig. 13 plots ¢, and ¢ for this mirror. The range of angle and angle
difference of the rotation angle over 360 degree for the specimen are
now 13.02 and 1.57 prad, respectively. Profile data of the mirror are 76
nm with an average standard deviation 12 nm over four trials (Fig. 14).

The pre-experiment results (Table 3) confirm the suitability of the

MBAS for measuring flatness. Future work will be necessary to
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Fig. 13 Measured angles at points A and B, and the angle difference
for the mirror
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Fig. 14 MBAS profile data (four trials) and repeatability (standard

deviation of four trials) test for the mirror

Table 3 Experimental results

Parameters Plastic Mirror
Flatness 54.32 um 76 nm
Average STD 52 nm 12 nm

analyze the factors that influence the measurement accuracy and to find
ways to assess and calibrate the MBAS.

5. Conclusions

We presented a new accurate microscale flatness-measuring machine
(micro-FMM). This method uses only one probe, named the MBAS, to
realize the precision flatness measurements. We verified that the
MBAS can eliminate zero-difference error by circumferential scan and
automatically eliminates the tilt error caused by the rotation of the
workpiece when detecting angles. The MBAS can maintain high
sensitivity with miniaturized size.

An MBAS system for measuring flatness was constructed. The
optical probe is based on the principle of an autocollimator and has a
stability of 0.79 prad (the standard deviation of the angle difference).

The performance of the probe was confirmed experimentally. The
flatness of a coated PVC plate was assessed by both the MBAS and
CMM techniques, yielding 54.32 um and 56.4 um, respectively. Owing
to the accuracy of the CMM, the discrepancy between the two techniques
was 2.08 um. Experimental results confirm the suitability of the MBAS

for measuring flatness. To verify its repeatability, another experiment

was done using a very flat mirror. This yielded a flatness of 76 nm with
average standard deviation 12 nm, which hence verified the repeatability

of the flatness measurements by MBAS.

A new experiment has been designed, which is planned to perform
flatness measurement and analyze flatness measurement uncertainties.
Although the repeatability of the MBAS is good enough, the flatness

measurement and calibration the sensitivity of the MBAS will also be

the future plan to execute.
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In this research, we developed a new method for the high precision and contactless profile
measurement of rough-surfaced objects using optical frequency combs. The uncertainty of
the frequency beats of an optical frequency comb is very small (relative uncertainty is 10~1°
in our laboratory). In addition, the wavelengths corresponding to these frequency beats are
long enough to measure rough-surfaced objects. We can conduct high-precision measurement
because several GHz frequency beats can be used if the capability of the detector permits.
Moreover, two optical frequency combs with Rb-stabilized repetition frequencies are used
for the measurement instead of an RF frequency oscillator; thus, we can avoid the cyclic
error caused by the RF frequency oscillator. We measured the profile of a wood cylinder with
a rough surface (diameter is approximately 113.2 mm) and compared the result with that of

coordinate measuring machine (CMM).
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1. Introduction

Machining accuracy is ensured by measurement accuracy,
thus high-precision measurement method is necessary for
improvement of manufacturing. Since 2009, optical frequency
combs have become the national standard for the measure-
ment of length in Japan because of its high precision interval
of pulses (relative uncertainty is 10~'%). Until now, many mea-
surement methods with optical frequency combs such as inter-
ferometer are realized. One of them is realized by changing
the optical path length with linear stage [1] and another inter-
ferometer is realized by shifting the repetition frequency of
optical frequency comb [1-3]. Two wavelength interferom-
eter stabilized with optical frequency comb is also used [4, 5].
Time of flight is also applied with optical frequency comb [6].
The beat signals are obtained when the beam of the optical
frequency comb is detected. This kind of signal is also used
for measurement [7-10].
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Recently, a high-precision non-contact measurement
method for rough surface objects became more important in
factories. For example, in factories which produce airplanes,
we usually measure the whole surface of airplanes with a
large CMM. However, it takes a long time to measure whole
surface. Thus, a non-contact measurement method to rough
surface is necessary to decrease the time cost of the measure-
ment. The aim of this research is to develop a non-contact
precision absolute measurement system that can also measure
the profile of rough-surfaced objects without cyclic error.

So far, many kinds of distance measurement methods for
this purpose have been invented in previous investigations.
Fujima’s group invented a distance measurement system
with He-Ne laser modulated by 28 GHz and the standard
deviation was 1 um [11]. However, this measurement system
needs correction of the cyclic error to the measured distance.
An ordinary electronic distance meter also has cyclic error
[12]. Minoshima’s group developed a distance measurement

© 2016 IOP Publishing Ltd  Printed in the UK
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Figure 1. Spectrum of optical frequency comb. The interval of each
frequency is called repetition frequency.

system with frequency beats of the optical frequency comb
and the measured distance was up to 240 m [7]. The relative
uncertainty was about 8§ ppm. In this system, the frequency
used for measurement was 1 GHz and the component of the
measurement system was made to be simple. Thus, in this
measurement system, no cyclic error was observed. In our
past research, we used an optical frequency comb and RF
oscillator to apply frequency beats of higher frequencies than
1 GHz. However, cyclic error was observed because of using
the RF oscillator. Thus, we used the beat signals of two optical
frequency combs instead of using the signal of RF oscillator
[13]. However, the measurement accuracy is poor because
of the use of the signal of frequency synthesizer as the refer-
ence signal directly. In this paper, optical frequency combs
and AOM are used to improve the signal processing, and we
utilize the characteristics of the optical frequency combs to
achieve our objective, and we explain the principle of the pro-
posed measurement system with optical frequency combs and
an experiment of measuring the profile of a cylinder with a
rough surface (Ra > 10 pym).

2. Measurement principle with an optical
frequency comb

An optical frequency comb is a pulse laser, and the relative
uncertainty of the pulse interval is very small (the relative
uncertainty of the comb used in our lab is 107!°). Because
the pulse envelop is periodic, many frequency modes are
observed in the frequency domain. The frequency differ-
ence between each mode corresponds to the pulse interval.
This frequency difference is called the repetition frequency
(frep)- In our lab, the relative uncertainty of the repetition
frequency is also 107'°. The frequency of nth mode signal
is represented as feeo + Nfrep (figure 1). feeo is called car-
rier envelop offset whose relative uncertainty is the same
as the frequency of laser diode. When a beam of an optical
frequency comb is detected by a detector, the beat signals
between each frequency are obtained. Thus, the frequency
of the detected signal is represented as Nf., where N is
an integer (figure 2). The frequencies of these signals are
in the range of several tens of GHz and are limited by
the detector. Hereafter, we refer these signals as self-beat
signals.

In the time domain, the electrical field of the beam of an
optical frequency comb e(7) is represented as

1 intensity

frequency

Ju = Nfre, (N:Integer)

Figure 2. Spectrum of self-beat signals which are obtained when
the beam is detected.
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Figure 3. Beam from the comb enters the detector. L is the distance
and eqy(?) represents the electrical field of the incident beam.

e(r) =Y cosQ2ufit + 6;)
i (D
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Here, f; and 6; are the frequency and the phase of the ith mode
signal, respectively and n is refractive index. In figure 3, the
beam from the comb enters the detector. The distance between
the comb and the detector is L. The detected beam ey(?) is
represented as

2nfinL
eq(t) = Zcos(Zwﬁt +6; + i )
; c

2

Here, c is the velocity of light. The detected signal is rep-
resented as (eq(r))>. Thus, the jth mode of a self-beat signal
(si(1)) is represented as

si(t)

2n(f,,; —fnL
= Z%sin(%r(ﬁﬂ. — )i+ 0 — 0+ M]
3
In the proposed method, the phases of the self-beat signals
are used for distance measurement. If the optical path length
to the detector is changed by AL, the phase change of the jth
mode of the self-beat signal (A¢;) can be represented by

2m(fiy; —fINAL  2mjfi,nAL
Soj = =

“

c c
Thus, if Ay;is measured, the change in the optical path length
AL can be calculated.

cA<pj me

AL = — -
27j Jreph

&)
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Here, m is an integer. The wavelengths of the self-beat signals
range from several tens of millimeters up to several meters. Thus,
we can measure rough-surfaced objects because the wavelength is
longer than the roughness. In equation (5), if AL is longer than the
wavelength, m is not zero and is determined using a coincidence
method with some other frequencies of the self-beat signals.
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Figure 4. Signal processing of the proposed measurement system. We compare the phase of the beam from the measured object with that
of the reference beam by using a lock-in amplifier (0.5 Hz—200 kHz, 5610B, NF-corporation).
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Figure 5. Frequency of the beam which goes through the AOM is shifted by fi,0q and the spectrum of the beam at the detector is as the left
side of the figure (a). Thus, the frequencies of detected self-beat signals are shifted by £f04 (b).

3. Measurement of the phase change of self-beat
signals

If the frequency of the self-beat signal is very low, it is easy
to detect the change in phase. However, the frequencies of
self-beat signals are high (radio frequency (RF)). Hence, we
cannot use a phase comparator and lock-in amplifier, and the
detection of the phase change becomes difficult.

In the proposed measurement system, we used two optical
frequency combs (fiep1 is 100 MHz and fiep2 is 58.417 MHz),
an acoustic optical modulator (AOM (30-70 MHz)), and a
frequency mixer are used to reduce the frequency without a
phase change. The signal processing of the proposed measure-
ment system is shown in figure 4. The beam of comb?2 is split
before the AOM. One of the beams goes through the AOM
and the other doesn’t pass the AOM. These two beams are
gathered and go into the detector. The detected self-beat signal
of comb2 in frequency domain is shown in figure 5. The fre-
quency of the beam which goes through the AOM is shifted
by fmod- Thus, the frequencies of detected self-beat signals are
shifted by £finod-

In order to obtain the phase change, we compare the phase
of the beam from the measured object with that of the ref-
erence beam by using a lock-in amplifier (0.5 Hz—200kHz,
5610B, NF-corporation). In addition, we use a frequency
mixer to minimize the frequency without a phase change.
Moreover, we have to remove the unnecessary signals,
which are obtained after mixing. In order to do that, we used
an AOM for changing the frequency of the self-beat signal
by %fmoed> and the frequency of the signal after mixing is set
to a frequency which is same as that of the filter (10kHz).
Thus, only the necessary signals can be used. In the case of
measurement with the frequency of 3.6 GHz, the modulate

frequency is set to 36.553 MHz. In our research, we used the
self-beat signals of another optical frequency comb instead
of an RF oscillator and the modulate frequency is low (about
50 MHz) so that the phase noise of the signal from the oscil-
lator does not cause cyclic error. Thus, we can decrease
the effect of the cyclic error caused by the RF oscillator as
reported in previous research.

4. Measurement uncertainty of the proposed
measurement system

In figure 2, if the optical path length changes by AL and the
detected phase changes by A, the measured distance can be
represented as follows.

AL Me | Ay

fm 2xfn
Here, m is an integer, c is the speed of light, fis the frequency
of the ith mode self-beat signal, and # is the refractive index
of air. The measurement uncertainty of the proposed measure-
ment system is represented as follows.

2 2 2 2
onL = \/(i) (@) + ALZ(Q) + AL2(2) 7
nf ) \ 2w f n
Here, o, is the uncertainty of AL, o, is the uncertainty of
Ay, oy is the uncertainty of f, and o, is the uncertainty of
n. The relative uncertainty of f is the same as the repetition
frequency of the optical frequency comb, which is approxi-
mately 10~!'% in this research, and the relative uncertainty of n

is approximately 10~ for a 1 °C change in temperature. AL
is about several meters to several tens of meters. Thus, the

(6)
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Figure 6. Setup of the proposed measurement system. The size of the cylinder is 113.2 mm, and it is moved by 120 mm. Surface profile is

measured by a change in the optical path length.

-40
-42
-44
-46
-48

-50

Power of detected beam [dBm)]

-52

-54

60 80 100 120

Movement of the stage [mm]

Figure 7. Power of the detected beam from measured object. In a wide range, the power is lower than —44 dBm (approximately 30 nW).

uncertainty of fand n does not have much effect on o if the
measurement distance and the time of measurement are short.
In this case, oy is represented as

on = 1(&) 8
A nf\ 2w ®)
Thus, the uncertainty of the measurement is obtained by f and

OAe- 0A, depends on the quality of the detected signal. oa, is
represented as follows.

n

=", ©)
Here, k is a constant value of the measurement system deter-
mined by the equipment used in our system, v, is the amplitude
of noise in our measurement system, and vy is the amplitude
of the signal used to measurement. Thus, this value k does
not change if the equipment used in the research is the same.
Also, the main source of v, is thermal noise in the circuit. If

the temperature (300K) is changed by 1 °C, the amplitude of
vy is changed by 0.3%. Thus, measurement uncertainty can
be calculated with the amplitude of the signal if kv, is already
known. kv, can be calculated with value of o, and v¢ which
are experimentally obtained by a lock-in amplifier.

5. Measurement of the cylinder with a rough
surface

As we explained, the wavelength of the self-beat signals of
an optical frequency comb is longer than the roughness of the
surface. Thus, the profile of rough-surfaced objects can be
measured. In this paper, we measured a cylinder which has
a rough surface (Ra > 10 pm). The experimental system is
shown in figure 6. The beam of the optical frequency comb
comes from the collimator and hits on the measured surface.
The reflected beam is concentrated by a parabolic mirror. The
measured cylinder is placed on the linear stage and is moved
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Figure 8. Profile of the measured object. The profile can be measured from one side to the other side. The result of the proposed system

and that of the CMM is almost the same.
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Figure 9. Difference between the result of the proposed measurement system and that of the CMM. The black dotted line represents the
uncertainty predicted using (8) and (9). In a wide range, the measurement uncertainty is approximately 400 pm.

by 120 mm. As the measured cylinder moves, the optical path
length to the measured surface changes. Thus, the profile of
the cylinder can be measured by measuring the change in the
optical path length. Even if the phase difference exceeds 2,
phase-unwrapping process can be applied because the mea-
sured surface is continuous. The experimental conditions are
as following. The experimental conditions are as following.
The distance from the collimator to the rough surface is
approximately 3 m. The frequency of the self-beat signal is
3.6 GHz (wavelength is 83.27568 mm). The time constant of

the lock-in amplifier is 100 ms. We measure the profile of the
surface four times. The power of the detected beam is shown
in figure 7. The experimental results are shown in figures 8
and 9. We measure the profile of the surface four times. The
profile is laso measured with a CMM (uncertainty is 2 pm).
As shown in figure 7, the power of the detected beam is
lower than —44 dBm in a wide range. However, we could
measure the surface from one side to the other side (figure 8). The
measurement result obtained by using the proposed system
is almost the same as that of the CMM, and the standard
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Figure 10. Difference between the averages of four measurement results obtained by the proposed measurement system and that of the
CMM. In a wide range, the measurement uncertainty approximately 200 pm.
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Figure 11. We have simulated the difference of the measurement with beam diameter of 1 mm (L,) and with that of infinitesimal (L,).
In wide range, the difference from actual value (L) is smaller than 0.02 mm.

deviation of the difference is approximately 0.4 mm in a wide
range (figure 9). The uncertainty in the measurement is due
to the weak power of the reflected beam (< —44 dBm) which
is scattered by rough surface. Thus, in order to improve the
accuracy of the measurement, we need to increase the power
of the detected signal or improve the signal processing. As
shown in figure 9, almost all the errors are random errors. If
we use the average of the four data, the difference between the
result of the proposed method and that of the CMM becomes
smaller (figure 10).

6. Discussion

In our experiment, we measured the curved surface and beam
diameter is about 1 mm on the measured surface. Thus, the
result of the measurement is the average distance on the beam
spot. We have simulated the difference of the measurement
with beam diameter of 1 mm (L,) and with that of infinites-
imal (L,) as shown in figure 11. The diameter of measured
cylinder is set to 113.2 mm. At the side of the measured object,
the difference from actual value (L,) is larger than 0.02mm.
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However, in wide range, the difference from actual value (L,)
is smaller than 0.02 mm. Thus, in our measurement of the cyl-
inder with the diameter of 113.2mm, the beam diameter has
not much effect in wide range of the cylinder.

In the research done by Minoshima’s group, just up to
1 GHz signal can be used because mixing to decrease the fre-
quency of signal is not applied [7]. In our method, many self-
beat signals can be used because the frequency of each signal
is decreased by mixing (less than 30 MHz). If we process
more of the self-beat signals simultaneously, the measure-
ment uncertainty becomes much better. For example, we have
simulated using 25 signals simultaneously and the measure-
ment uncertainty will be about 40 pm to the rough surface of
Ra > 10 pm. Also, absolute measurement can be conducted
with this method.

7. Summary

In this paper, we explained the measurement principle of
optical frequency combs with the self-beat signals. The
wavelengths corresponding to these self-beat signals are long
enough to measure rough-surfaced objects. In addition, we
can conduct high-precision measurements because several
tens of GHz frequency beats can be used depending on the
capability of the detector. Moreover, two optical frequency
combs with Rb-stabilized repetition frequencies are used for
the measurement instead of an RF frequency oscillator, thus,
we can avoid the cyclic error caused by the RF frequency
oscillator.

We measured the profile of a rough-surfaced cylinder four
times, and we confirmed that the result of the proposed meas-
urement system and that of the CMM is almost the same. The
difference between the average data of the proposed system
and that of the CMM is approximately 200 pm. However,
the power of the beam reflected from the measured surface is
very weak, and that becomes the main reason for uncertainty
in the measurement. If we process all of the self-beat signals
simultaneously, the measurement uncertainty becomes much
better. For example, if we use 25 signals simultaneously, the
measurement uncertainty will be about 40 ym to the rough

surface of Ra > 10 um. Also, absolute measurement can be
conducted with this method.
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