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Abstract. In this paper, we present a new technique of taking a 3D profile measurement using colored structured lighting
projection. A pattern of colored stripes was projected onto an object when taking images with cameras from various angles,
and then all possible available match information was provided from the acquired images and database of the projection pattern.
A correct match was then obtained from the possible available match information by solving the matching problem. The 3D
profile was then reconstructed by means of triangulation. The advantage of using color in the pattern is that it simplified the
difficult problem of matching using a multiple-line stripe pattern. A systematic color selection procedure was developed. Colors
used to generate a color-stripe pattern were selected on a trial for many colors. The problem of finding the correct color stripe
correspondence between the light source and images was solved. However, solving the problem required accurate calibration of
the system parameters. A technique for camera-projector calibration using calibration points that projected from a projector is
presented in this paper. The mean error of the calibration was about 0.2 mm.

1. Introduction

Reconstructing an accurate shape from an image is
a challenging problem in computer vision. One of the
simplest approaches in structured lighting is using a
single-line stripe [1–3]. The advantage of this approach
is that it greatly simplifies the matching problem. The
drawback of this approach, however is that only one
single stripe of 3D data points can be obtained with
each image shot. To speed up the data acquisition pro-
cess, a multiple-line stripe pattern is used instead [3–
6]. Osawa et al. [7,8] used patterns of four gray levels
with a space-time scanning method. In this method,
various gray code patterns are projected onto the ob-
ject in a time series when taking images with a cam-
era. The advantage of this approach is that it speeds
up the acquisition process and yet still simplifies the
matching problem. However, the method still requires
several image shots to generate a time series code of
lighting. In order to reduce the number of input images,
a color-stripe pattern is projected, and several cameras
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are used to take images from various viewpoints. Chen
et al. [9] combined color-structured light and stereovi-
sion by using an uncalibrated structured light source to
project a pattern of colored stripes. Two cameras were
used to observe the projected pattern, and then the cor-
rect stereo correspondences of both cameras based on
intra-scanline dynamic programming were carried out.
Zhang et al. [10] used only one camera to capture an
image of a projected stripe pattern, and then matched
the observed edges in the image. The correspondence
problem was then solved using a multi-pass dynamic
programming algorithm.

In this paper, we describe how we developed a new
technique using a complete calibrated system parame-
ter with color structured light projection to measure a
3D-object. This technique focuses on trying to reduce
the number of input images in order to speed up the
image acquisition process. One common problem of
3D profile measurement using structured light is that
the problem of finding the correspondence between
the stripes projected by the light source and stripes
observed in the images needs to be solved. In one
shot scanning, the correspondence problem is solved
by a simple matching algorithm to match the projected
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stripes with the observed stripes in the images taken
from both cameras. The camera model described in
section 3 is based on directly using all the optical and
geometric parameters of the camera [11–14]. The ge-
ometric configuration of the Digital Light Projector
(DLP) is similar to a CCD-camera, in that the former
consists of an optical lens and digital micromirror de-
vice, whereas the latter consists of an optical lens and
image sensor. A projector model is then applied from
a camera model. In our experiments, a colored multi-
line stripe pattern was projected onto the object when
the CCD-cameras captured the image of the reflected
light. This technique required that only one image be
simultaneously taken from each camera. As a result,
it was possible to measure a moving object, such as
the human body. However, the calibration of system
parameters becomes critical, and must be very precise,
since the correspondence problem of matching points
in a 3D space using information on the images and the
database of projection patterns must be solved. All of
the system parameters, the projector and cameras pa-
rameters, must be completely calibrated. An ordinary
calibration procedure is implemented based on trian-
gulation, and parameters are estimated using the least
squares method.

The approach consists of five steps: 1) establishing
the projector and camera models, a novel projector-
cameras calibration procedure to support the triangu-
lation computations, 2) structured light projection and
2D image acquisition, 3) image processing for extract-
ing 2D stripe information; pixel coordinates, color and
brightness, 4) solving the matching problem among the
projected stripe pattern and observed stripe pattern, and
5) 3D profile solution via triangulation.

This paper is organized as follows. Section 2
presents an arrangement of the proposed system. In
section 3, the mathematical model and system calibra-
tion procedure used are described. Section 4 presents
an explanation of the 3D profile measurement technique
and the use of color.

2. Color-stripe pattern projection technique

2.1. System arrangement

An arrangement of the 3D profile measurement us-
ing the color-pattern projection technique is shown in
Fig. 1. Custom hardware solutions were developed to
do the rapid shape measurement. The system consisted
of a projector, two CCD-cameras, a computer, and a

flat panel. The projector was a PLUS V-1080, designed
for general presentation. It was connected to a com-
puter in parallel to a monitor via a graphics adaptor
card. The 1024 × 768 pixels spatial resolution of the
presentation-type projector is a convenient source of
structured light. However, because of its large aperture,
its limitation in this unusual application is the restricted
depth of field and geometric lens aberrations. Two of
the cameras were Sony DFW-X700s, which provided
a resolution of 1024 × 768 pixels with a unit cell size
of CCD of 6.25 µm × 6.25 µm. The interface to the
computer was an interface card with a high data trans-
fer rate, the IEEE1394 interface card, Zenkuman PFW-
41. The 866 MHz Pentium PC generated the projection
pattern, acquired the images, and carried out the 3D
reconstruction calculation.

2.2. How the technique works

In this section, we briefly explain the one shot scan-
ning technique, in which only one projection pattern
is required. First, the colored stripe pattern generated
by the computer is projected onto the object, and the
shape of the object distorts the striped light. Two of the
CCD-cameras, placed at different viewpoints, capture
the image of the distorted color stripes. The images
are saved in the computer’s hard disk for further im-
age processing. One image is used for the 3D points
calculation, and the other image is used together with
the previous one to generate a higher-level description
of the pattern in the images, and to find all possible
matches that can be evaluated for the correct matches
by solving the matching problem. According to the
triangulation, we can then extract the position of the
point on the object if the position of the point in the pro-
jection pattern and its correspondence point in the cap-
tured images are known. All of the possible matches
are found based on the triangulation. The inputs of this
procedure are a higher-level description of the pattern
in the images taken from each camera, the database of
the projection patterns, and the calibrated system pa-
rameters. The correct matches are then selected from
all possible matches by solving the matching problem.
The system parameters can be categorized into exter-
nal parameters, the position and orientation of the de-
vice and internal parameters, and the focal length and
distortion coefficients of the lens [11–14].
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Fig. 1. System arrangement.

3. Mathematical model and system calibrations

In order to deduce the object’s position and orien-
tation from the images, we need details on the pro-
jector and camera’s position and orientation relative
to reference coordinates, called the world coordinates.
Furthermore, we also need a geometrical model of the
projector and of the arrangement of the cameras. In
addition, a process for finding the various parameters
presented in the model was needed. This process was
called projector-camera calibration.

3.1. Camera model

A camera model is defined as the mathematical rela-
tionship between 3D coordinates of a point in the scene
space and its corresponding position in the image. The
camera model adopted is shown in Fig. 2. Since we
were interested in attributing a precise physical mean-
ing to each parameter, the relation should be defined by
directly using both the internal and external parameters
of the camera.

Three reference frames are defined in the camera
model shown in Fig. 2:

– World reference frame: rigidly attached to the
scene; used for specifying the world coordinates
of any point [xwywzw] of the 3D scene;

– Camera reference frame: rigidly attached to a
camera; the optical axis coincides with the zc axis,
while the xc and yc axes are respectively parallel
to the horizontal and vertical axes of the image
plane, the CCD sensor, which is assumed to be
orthogonal to the optical axis. The origin is an op-
tical point of the camera lens. The camera coordi-
nates are specified as [xcyczc]T . The intersection

of the optical axis with the image plane is called
the principal point;

– Image reference frame: defined on the image
plane; the origin is the principal point and assumed
to be at the center of the image sensor, the image
coordinates (ncxncy) are expressed in pixels.

The relationships between the world coordinates,
camera coordinates, and image coordinates are de-
scribed in the following steps:

(1) Conversion from image coordinates to camera
coordinates

Suppose we denote the position P with respect to
the image reference frame by (ncxncy). The transfor-
mation to the camera reference frame yields

xd =
(
ncx − Hc

2

)
· Lc

Hc
(1)

yd =
(
Vc

2
− ncy

)
· Wc

Vc
(2)

zd = fc (3)

where fc is the focal length of the camera’s lens, Hc

and Vc are the numbers of pixels in the horizontal and
vertical direction of the CCD image sensor, while Lc

andWc are the horizontal and vertical sizes of the image
sensor, respectively.

(2) Lens distortion
In order to obtain a more accurate model, both ra-

dial and tangential lens distortion components should
be considered. Radial distortion makes image coordi-
nates that are radial shift from the principal point, while
tangential distortion accounts for the component that is
perpendicular to the radial direction. We only consid-
ered radial distortion, however, since the tangential dis-
tortion is often negligible with respect to the radial dis-
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Fig. 2. Camera, projector and world coordinates.

tortion. The radial distortion is modeled by the power
series that expresses the undistorted position P ′[xuyu]
as a function of the distorted position P [xdyd].

xu = xd · (1 + k1r
2
d + k2r

4
d + . . .)

yu = yd · (1 + k1r
2
d + k2r

4
d + . . .) (4)

r2d = x2
d + y2

d,

where rd is the distance of the considering point from
the principal point. The first two terms of the series, k1

and k2, are usually sufficient for an accurate parame-
terization of the radial distortion. The third and higher
terms are negligible.

(3) Rotating the camera coordinates to be parallel
to the world coordinates⎡

⎣x
r
u

yr
u
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u

⎤
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⎤
⎦ (5)

R=

⎡
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0 1 0
− sin(φ) 0 cos(φ)

⎤
⎦ (6)

where R is a rotation matrix which specifies the rigid
displacement between the world reference frame and
camera frame.

(4) Perspective projection from the point in the image
plane

The perspective projection vector is the vector from
the optical center of the lens to the distorted point po-

sition in the image plane.

�Cp =

⎡
⎣x

r
u
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u
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u

⎤
⎦ −

⎡
⎣xc

yc

zc

⎤
⎦ (7)

The position of the point in the world coordinates is
then an intersection point of the perspective projection
vector and the surface of the object. The parameters
for defining the camera properties of the i-th camera
are specified by nine elements of the vector:

Ci = [xci yci zci ψci φci θci k1ci k2ci fci]T (8)

3.2. Projector model

The projector model is similar to the previous camera
model, but it does its operations in reverse. The DLP
Projector projects the image by reflecting light from the
Digital Micromirror Device (DMD) and then passing it
through the lens, whereas the previous camera captured
the light that passed through the lens and then fell onto
the image sensor. The parameters set of the projector
are specified by a vector of nine elements:

P = [xp yp zp ψp φp θp k1p k2p fp]T (9)

In our system, we used a projector to project the
colored stripe pattern and two cameras to capture the
image simultaneously. The total number of system
parameters was then 27.
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Fig. 3. (a) Calibration method (b) Different of position between projected point from projector and observed point in the images.

Fig. 4. Range of H-hue value of captured stripe colors (sort by mean value).

3.3. Parameters calibration

The system calibration is the process of determining
the internal geometrical-optical characteristics and the
3D position-orientation of the cameras and projector
relative to the world coordinates. The method we used
for calibrating the projector and cameras is described
in Fig. 3(a). Typically, to calibrate any system parame-
ter, some reference values are needed to compare with
a result that is calculated from using the parameters.
Here, we used a flat panel that was fixed to the moving
bridge of the CMM, which is well known as a very
precise measuring machine. The surface of the flat
panel needs to be very smooth, so that light is reflected
well. We used a thick plate of glass covered with a thin

sticker sheet. The calibration point was projected on
the flat panel from the projector, in order to obtain the
accurate position of the z-direction of the calibration
point. Since the accurate position of the moving bridge
of the CMM, which the flat panel was fixed to, was
known. However, the number of system parameters
increased, since the orientation of the flat panel was
unaligned. The world coordinates were chosen to be a
projected position at the center of the pixel array (512,
384) point on the flat panel. The position of the flat
panel in the z-axis was set at zero. The orientation of
the world coordinates was made parallel to the CMM’s
coordinates.

The calibration was performed as follows. A known
pixel coordinates point (npx, npy) was projected onto
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Fig. 5. Schematic diagram of 3D profile measurement.

Fig. 6. Principal of one shot scanning.

the flat panel while the cameras monitored the pro-
jected point, and then the pixel coordinates of the ob-
served points on the camera images, (ncx1, ncy1) and
(ncx2, ncy2), were extracted by such an image process-
ing. Afterwards, we have known positions of the flat
panel; Z in the z-axis direction, the points on the pro-
jector image plane, and their correspondence points on
the camera image plane. The information of each point
could be written as:

pt = [Z npx npy ncx1 ncy1 ncx2 ncy2]T (10)

The projected point (Xp, Yp, Zp) could then be cal-
culated from the system parameters and pixel coor-
dinates of the projected point (npx, npy). In addi-
tion, with the system parameters and pixel coordinates
of the observed points (ncx1, ncy1) and (ncx2, ncy2)
of both cameras, the monitored points (Xc1, Yc1, Zc1)
and (Xc2, Yc2, Zc2) could be calculated as shown in
Fig. 3(b). The projected point and monitored points are

actually the same point on the flat panel, but are de-
rived from different sources. The difference and error
of these three points could be written as Eq. (10).

E1=
√

(Xp−Xc1)2+(Yp−Yc1)2+(Zp−Zc1)2(11)

E2=
√

(Xp−Xc2)2+(Yp−Yc2)2+(Zp−Zc2)2

E3=
√

(Xc1−Xc2)2+(Yc1−Yc2)2+(Zc1−Zc2)2

By minimizing these errors,E1, E2 andE3, an accu-
rate estimation of the system parameters could be ob-
tained. In order to precisely estimate the system param-
eters, large numbers of calibration points must be ac-
quired. In our experiment,we projected the 9× 9 points
matrix pattern on the flat panel that was placed in 16 var-
ious positions by moving the flat panel along the z-axis,
and 1,296 calibration points were obtained. That was a
sufficient number of calibration points. The non-linear
least square optimization technique was used to esti-
mate the parameters for the projector-cameras model.
One of the estimates of these parameters is shown in Ta-
ble 2. The average ofE1, E2 andE3 are about 0.2 mm.,
which allow us to match the 3D point in space between
the projected point and monitored point.

4. 3D profile measurements

4.1. Use of color

In the RGB colorspace, color is represented by a three
number ‘triple’. The components of this triple specify,
respectively, the amount of red, the amount of green,
and the amount of blue in the color. The HSV col-
orspace works somewhat differently. It is considered
to be more intuitive to use, closer to how an artist ac-
tually mixes colors. In the HSV colorspace, each color
is again determined by a three-component ‘triple’. The
first component, Hue, describes the basic color. The
second and third components, the Saturation and Value,
describe the purity of the color and the intensity, re-
spectively. The HSV colorspace is then suitable to use
for specifying the colors, since the shade of the colors
is dependent on only the H component.

How many colors to use, and what colors to use, are
problems that must be solved when using color in the
multi-line stripe pattern. It would be ideal if we could
use as many colors as we wanted to generate a pat-
tern. For example, if we could make a hundred stripes
in the pattern using a hundred colors there would be
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Table 1
The maximum, minimum and mean value of Hue, Saturation and Value (brightness) of the selected colors used in the
projection pattern

Color R, G, B of Hue (H) Saturation (S) Value (V)
input color Min Mean Max Min Mean Max Min Mean Max

Orange 180, 130, 0 0.154 0.183 0.212 0.102 0.198 0.352 0.482 0.881 1.000
Green 0, 155, 55 0.284 0.335 0.370 0.118 0.195 0.383 0.855 0.988 1.000
White 205, 180, 255 0.467 0.498 0.500 0.086 0.125 0.184 1.000 1.000 1.000
Blue 0, 0, 230 0.614 0.623 0.634 0.549 0.752 0.934 0.694 0.889 1.000
Magenta 205, 0, 180 0.715 0.736 0.763 0.494 0.636 0.789 0.671 0.832 1.000
Red 255, 80, 80 0.907 0.954 0.987 0.290 0.392 0.504 0.357 0.569 0.874

no matching problem, since all the stripes would be
of different colors. We could then match the stripes
directly, color by color. However, because of the per-
formance of the CCD sensor and the modification in
color of the reflecting light by the surface and ambient
light, which cause a difference in stripe color between
the projection pattern and captured images, there are a
limited number of shades and colors of stripes in the
multi-line stripe pattern that can be used. For one-shot
scanning in which only one multi-line stripe pattern is
used, several stripes are generated with a limited num-
ber of colors. Many stripes in a pattern are the same
color. Therefore, it becomes necessary to match the
color and stripe between the captured images and pro-
jection pattern. Generally, the matching is not accurate
because of the increase in the ratio of the number of
stripes to the number of colors; when that occurs, we
try to use as many colors as possible. The selection
of colors is done after a trial of many colors. Stripe
patterns are projected on the flat panel, and the stripe
colors are varied while the cameras are capturing the
images. The stripe colors are varied by changing the
value of the three color-components (R,G, and B) in
steps of 0, 30, 55, 80, 105, 130, 155, 180, 205, 230
and 255. We conducted color trials by changing 11
levels of each of the three color-components, thereby
obtaining a total of 1,331 images of various stripe col-
ors from each camera. As mentioned with regards to
the CCD sensor and the modification of color, color in
an image is not unity. Color information (H,S, and V )
thus should be obtained from many points; in the ex-
periment conducted here, 15 points on the image were
obtained, and we then figured out the maximum, mini-
mum and average value of color-component (H,S, and
V ). In order to make analysis easy, the entire set of
data of 1,331 images was sorted by the average value
of the H-component. The plot is shown in Fig. 4.

Based on the color information and the plot in Fig. 4,
six colors were selected, and are listed in Table 1. The
range of the H value of any color did not overlap the
range of the H values of the other colors. One color

Table 2
The result of the calibration and average value of E1, E2, E3

Parameter Estimated value Unit

xp 12.543 mm
yp −280.380 mm
zp 924.350 mm
ψp 0.0416 rad
φp 0.0182 rad
θp −0.0356 rad
fp 25.938 mm
k1p −0.000114 −
k2p 0.000003 −
xc1 866.840 mm
yc1 −25.918 mm
zc1 864.720 mm
ψc1 0.0045 rad
φc1 0.8115 rad
θc1 −0.0127 rad
fc1 16.252 mm
k1c1 0.000971 −
k2c1 −0.000054 −
xc2 457.720 mm
yc2 −19.068 mm
zc2 862.460 mm
ψc2 −0.0193 rad
φc2 0.4931 rad
θc2 −0.0436 rad
fc2 12.228 mm
K1c2 0.001761 −
K2c2 −0.000089 −
E1 0.199 mm
E2 0.172 mm
E3 0.177 mm

in the multi-line stripe pattern was easily distinguished
from the others by the simple relational operators;>,<
and =.

4.2. One-shot scanning technique

Rather than taking several images from one camera,
we were able to instead take only one image from each
of several cameras placed at various angles. This tech-
nique is called one-shot scanning. A schematic dia-
gram of a 3D profile measurement is shown in Fig. 5.
One of the most difficult tasks in taking 3D measure-
ments is the matching process. More than half of the
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Fig. 7. (a) An image taken from camera I (b) An image taken from camera II (c) 3D profile measurement result of image in (a) and (b).

calculation time is consumed in performing matching
and data preparation. The technique works as follows.
The multi-line stripe pattern is projected onto the ob-
ject. More than two of the CCD-cameras simultane-
ously capture the image of the projected pattern, which
is distorted by the shape of the object. The captured im-
ages are managed by image processing in order to pre-
pare a higher-level description of the images, such as a
list of the pixel coordinates and the color of the stripes.
With the higher-level description of images and the
database of projection, all possible available matches
can be detected by means of triangulation support to
the projector and camera models. The projected stripe-
pattern is then matched to the captured stripe-patterns
by the matching process. After matching, a list of the
matched stripes and their points data are obtained, and
the 3D profile can be reconstructed.

The principal of the one-shot scanning technique is
described in Fig. 6. In the experiment, the measure-

ment space was divided into 66 sub-spaces; stripes with
various shades. Eleven stripes were the same color; 1-
white, 2-red, 3-green, 4-blue, 5-magenta and 6-orange.
The color stripes structure were serialized as 1, 2, 3,
4, 5, 6, 1, 2, 3, . . . from the left to the right in the
projection pattern. In order to simplify the explana-
tion of this technique, only 6 stripes of each color were
projected. The projected points were points 1, 2, 3,
4, 5 and 6 on the object. Consider point 3, which
Camera I could observe as point a, b, c, d, e or f . By
checking with another viewpoint camera; camera II,
point 3-c could be matched. Normally, there are in-
valid matches; one stripe could be matched with many
stripes in a projection pattern, which is called conflic-
tion, as demonstrated in Fig. 6. Camera II could then
observe more than one point, points a and c. Point
3-a could be incorrectly matched. A contribution is
needed to minimize this error, and to find out which
stripe is projected from which stripe in the projection
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pattern. In order to do stripe matching, a stripe is di-
vided into single points, and then all possible matches
are found. The summary result is a possible matching
value, the number of points we were able to match out
of the number of points total. Another parameter is
the priority of matching. A longer stripe has a higher
priority than a shorter one, since the possible match-
ing value of the longer stripe is more correct since it
has many more points than the shorter one, and thus
more reliability. First, high priority and the possible
matching value of the stripe are matched, and then all
possible matches that the stripes are in conflict with are
removed. The process is repeated until no remaining
possible matches can be made. One of the results is
shown in Fig. 7(c). The images in Fig. 7(a) and (b)
were taken from camera I and camera II, respectively.

Clearly, accurate parameter estimation is needed,
since numerous points on the images must be precisely
matched. Bad parameter calibration would cause in-
correct matches.

5. Conclusion

In this work, we have successfully developed and im-
plemented a new technique for 3D profile measurement
by using a color stripe pattern projection called one-
shot scanning. The advantage of one-shot scanning is
that the use of only one image taken from each cam-
era yields the possibility of being able to take a profile
measurement for a moving object, such as the human
body. However, this is limited by the shutter speed of
the cameras. The greater the shutter speed, the greater
the moving speed of the object can be. However, if
the shutter speed is increased, the brightness of the im-
age will be decreased. Therefore, the suitable shutter
speed must be determined. In order to match points be-
tween the projection pattern and captured images, ac-
curate parameter estimation is required. We developed
a procedure for a complete projector-camera parame-
ters calibration using calibration points that were pro-
jected from the projector. A systematic color selection
procedure was developed. We used six colors that dif-
ferent in term of H-component to generate the projec-
tion pattern. One color in the multi-line stripe pattern
was then easily distinguished from the others by the
simple relational operators; >,< and =, respect to a
range ofH-component. In order to do stripe matching,
points in the stripe are matched and then yield a poss-

ible matching value of the stripe. The image processing
part and the matching process still need to be improved
in order to minimize the computation time required,
and to obtain better matching results. We also plan to
evaluate this system in order to make improvements,
and we plan to add more cameras to increase the area
of measurement. In addition, we hope to implement a
real-time capture (possibly offline processing) system
by repeating the process at the image caption rate.
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