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Abstract

We have proposed an optical method that can be applied to in-process or in situ measurement of the microsurface profile. The present
method is based on optically performed spectral analysis and the phase retrieval technique. Spectral information of a surface profile is
obtained by measuring the Fraunhofer diffraction intensity. The phase retrieval technique is used to reconstruct the surface profile from
the measured spectrum. We have developed an instrument on the basis of the general principles of the present method, and measured the
surface of a reference standard having rectangular pockets 44 nm deep at intervals of 10�m. The measured surface profile was in good
agreement with the nominal dimensions of the specimen as well as the surface profile obtained by atomic force microscopy (AFM).
© 2003 Elsevier Inc. All rights reserved.
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1. Introduction

With the advance of microtechnology, ever-improving
metrology is required for the production of precision-enginee-
red microparts. Precise systems such as microelectromechan-
ical systems (MEMS) and micro-optical devices incorporate
assemblies of microparts having a size on the order of a
few to a few hundred micrometers[1], and tolerances of
geometric dimensions of the individual microparts must be
controlled to an accuracy of less than sub-micrometer or-
der. While measurement techniques such as scanning probe
microscopy (SPM) and interferometry are currently used to
acquire dimensional characteristics of engineered microsur-
faces[2], methods for in situ or in-process measurement is
increasingly required in the microparts industry.

Here we describe an optical measurement method that
can be applied to the in-process measurement of microsur-
face profiles. In the present method, spectral information of
a surface profile is obtained by measuring the Fraunhofer
diffraction intensity. The surface profile is then reconstructed
from the measured spectrum by the phase retrieval technique
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[3–5]. The present method offers the following advantages
for in-process measurements. A surface profile within the
whole illuminated area can be measured simultaneously and
no scanning process is imposed. A long working distance
is achievable with no contact with the work surface. Re-
quired time for data acquisition is short. Measurements of
the diffraction intensity are not likely to be affected by the
vibration of work surface.

One noteworthy feature of the present method is the ability
to obtain a deterministic profile of the measured surface from
the diffraction intensity. Although diffraction is known to be a
useful phenomenon for surface studies and characterizations,
most efforts have been devoted to obtaining area-averaged
statistical properties of diffracting structures, such as rough-
ness parameters[6–9]. One reason is ascribed to the difficulty
of determining the phase of the diffraction field. Recently, an
apparatus for directly measuring the phase of the diffraction
field was proposed by Destouches et al. and applied to the
surface reconstruction[10]. However, in-process implemen-
tation of this technique is not straightforward. Meanwhile,
we previously proposed the basic idea of using the phase re-
trieval technique for deterministic profile reconstruction from
the diffraction intensity[11], and the iterative phase retrieval
algorithm of Fienup type[5,12,13]was adopted in our recent
work [14]. This report is based on the continuous improve-
ments and developments in our present work.

0141-6359/$ – see front matter © 2003 Elsevier Inc. All rights reserved.
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In what follows, the general principles of the proposed
method is described inSection 2. Sections 3 and 4are dedi-
cated to describing the basic concept of the instrument design
and the optical instrumentation. The resolution, sampling re-
quirements, and illumination conditions are also described.
The experimental results and discussions are presented in
Section 5.

2. Principle of measurement

2.1. Spectral analysis of surface profile and synthesis

An object having the surface profileh(x, y) is located in
object planeΠ, as shown inFig. 1. The object surface is co-
herently illuminated by a plane monochromatic wave inci-
dent normal to planeΠ. The complex amplitude of the scat-
tering light from the surface (we will refer to this as object
wave here) is expressed as

V(x, y) = |V(x, y)|exp[iθ(x, y)], (1)

where

θ(x, y) = 4π

λ
h(x, y), (2)

is the phase difference brought into by the height irregularities
in the surface, andλ is the wavelength of the incident radiation
used.

The object wave gives rise to a Fraunhofer pattern in the
lens focal planeΓ , which greatly depends on the phase of the

Fig. 1. Schematic of optical system for obtaining Fraunhofer diffraction. The
power spectrum of the object wave can be obtained by measuring diffraction
intensity.f , focal length of the lens.

object wave. By the Fraunhofer formula, the diffraction field
U(X, Y) at the spatial coordinates(X, Y) in planeΓ is given
as

U(X, Y) =
∫∫

D

V(x, y)exp

[
−i

2π

λ

(
X

f
x + Y

f
y

)]
dx dy,

(3)

wheref is the distance to focal planeΓ from the lens, and
the integration is taken over the areaD of object planeΠ
covered by the illuminated area on the surface[15]. Stan-
dardizing the spatial coordinates(X, Y) by the product of
the lens focal lengthf and the wavelengthλ, we obtain
|U(p, q)|2 = |U(X/λf, Y/λf)|2, a mapping of the power
spectrum density (PSD) of the object wave, from the mea-
sured diffraction intensityI(X, Y) = |U(X, Y)|2. The infor-
mation of the surface profile is recorded in the form of the
spectral intensity at the corresponding spatial frequency in
the spatial frequency domain.

Fig. 2 shows a schema of surface profile reconstruction
from the PSD of the object wave. The PSD provided from the
measured diffraction intensity is a second-order information,
while the object wave is fully characterized by its complete
Fourier spectrum that is in general a complex-valued func-
tion. The lack of information is supplemented by measuring
the intensity of the object wave (object intensity)i(x, y) =
|V(x, y)|2. With the pair of intensity data measured in both
the spatial and spatial frequency domains, phase retrieval al-
lows us to determine the phase of the object wave. The sur-

Fig. 2. Schema of surface reconstruction. Surface profile, or equivalently, the
phase of the object wave is determined from two intensity data: diffraction
intensity in the spatial frequency domain and object intensity in the spatial
domain. Phase retrieval technique is used for the phase determination. FT,
Fourier transform.
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Fig. 3. Block diagram of the phase retrieval algorithm. The convergence of the algorithm is monitored by calculating the normalized rms errorE2
k . I andI−1

are the Fourier transform operator and its inverse, respectively.

face profile is calculated from the determined phase using
Eq. (2).

2.2. Phase retrieval algorithm

A block diagram of the phase retrieval algorithm[4,5]
is shown inFig. 3. The algorithm involves iterative Fourier
transform back and forth between the spatial and spatial fre-
quency domains and the application of the measured intensity
data in each domain. Denoting an estimate of the phase for
thekth iteration asθk(x, y), the estimate of the object wave
gk(x, y) is expressed asgk(x, y) = |V(x, y)|exp[iθk(x, y)].
The following four steps are applied iteratively to this esti-
mate,gk(x, y): (1) Fourier transform the estimate of the ob-
ject wave; (2) replace the modulus of the resulting Fourier
transform with the measured Fourier modulus to form an es-
timate of the Fourier spectrum; (3) inverse Fourier transform
the estimate of the Fourier spectrum; and (4) replace the mod-
ulus of the resulting function with the measured modulus to
form a new estimate of the object wave. This is described by

Gk(p, q) = |Gk(p, q)| exp[iΘk(p, q)] = I[gk(x, y)], (4)

G′
k(p, q) = |U(p, q)| exp[iΘk(p, q)], (5)

g′
k(x, y) = |g′

k(x, y)| exp[iθ′
k(x, y)] = I−1[G′

k(p, q)], (6)

gk+1(x, y) = |V(x, y)| exp[iθk+1(x, y)]

= |V(x, y)| exp[iθ′
k(x, y)], (7)

whereGk(p, q) andΘk(p, q) are the estimate of the Fourier
spectrum and its phase, andI andI−1 are the Fourier trans-
form operator and its inverse, respectively.

The convergence of the algorithm is monitored by calcu-
lating the normalized rms error,E2

k , defined in the spatial
frequency domain, by

E2
k =

∫∫
[|U(p, q)| − |Gk(p, q)|]2dp dq∫∫ |U(p, q)|2dp dq

. (8)

The value of rms errorE2
k decreases at each iteration[4].

The iterations continue until the value of errorE2
k converges

to be sufficiently equal to zero or remains unchanged with
a number of further iterations. When the errorE2

k reaches a
minimum, a solution has been found. Note that the solution
is known to be almost always unique, except for minor am-
biguities such as rotations by 2/π, linear shifts, and multipli-
cation by a unit magnitude complex constant[3].

In order to lessen the computation time required as well as
to remove the minor ambiguities in the phase solution, it is
desirable to make an educated guess at the correct phase dis-
tribution as the initial estimate of the algorithm. Indeed, we
are concerned here with engineering surfaces, which are usu-
ally processed according to the designed geometrical quan-
tities such as dimensions or size parameters. Such a priori
knowledge about the engineering surface should be used as
the initial estimate of the iterative algorithm.

3. Instrument design

3.1. Imaging system

A conceptual diagram of the imaging system for measur-
ing the required two intensities is shown inFig. 4. Because it
is very important to obtain the power spectrum of an object
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Fig. 4. Conceptual diagram illustrating an imaging system for measuring two
intensities. Object intensity in planeΠ is measured using the configuration
of the optical microscopy, while diffraction field appearing in the objective
back focal planeΓ is relayed onto its conjugate planeΓ ′. Π ′ is the image
plane of the microscope.f , focal length of the objective.M, magnification
of the relay optics.

wave at correctly corresponding spatial frequencies, an ob-
jective is used for the transforming lens. PlaneΓ , the objec-
tive back focal plane in which the diffraction field appears,
exists inside the barrel of the objective. We use relay optics
so that the diffraction intensity is measured on the conjugate
planeΓ ′. On the other hand, the object intensity is measured
by the configuration of an optical microscope consisting of an
objective and a tube lens. Because a beam splitter is inserted
in the optical path, an infinity-corrected optical microscope
is a suitable choice.

3.1.1. Lateral resolution
The lateral resolution in the present method is limited by

the bandwidth of the spectrum measured. Assuming that the
imaging system is shift invariant and obeys the sine condi-
tion, the bandwidth of the spectrum depends on the objective
numerical aperture (NA) and the wavelengthλ, in accordance
with the formula[15]

p2 + q2 ≤
(

NA

λ

)2

. (9)

The maximum spatial frequency that can be measured by the
system is NA/λ. Thus, the period,∆, of the finest sinusoidal
phase distribution resolvable in the spatial domain is

∆ = λ

NA
. (10)

We use the value of∆ given by Eq. (10)as a theoretical
criterion of the lateral resolution.

3.1.2. Sampling
The pixel format of CCDs required for properly sampling

each intensity data is derived from the size of intensity im-
ages and the sampling theorem. First, we discuss the pixel
format required for the measurement of diffraction intensity.
LettingDΓ andf be the diameter of the diffraction field in
the back focal planeΓ and the focal length of the objective,
respectively (seeFig. 4), DΓ is given byEq. (9)asDΓ =
2f × NA. This is magnifiedM-fold by the relay optics and
then,DΓ ′ , the size of the diffraction field in the image plane
Γ ′ is given by

DΓ ′ = 2Mf × NA. (11)

For obtaining high-frequency components up to the upper
limit of the bandwidth, the device size of the CCD must be
larger than the value ofDΓ ′ . On the other hand, the sampling
interval of the diffraction intensity is given according to the
frequency sampling theorem[16]. When the object wave has
the extentDΠ in object planeΠ, the spectrum of the object
wave must be sampled with an interval of less than 1/DΠ in
the spatial frequency domain, which corresponds to the in-
terval of λf/DΠ in planeΓ . Thus, in image planeΓ ′, the
diffraction intensity is required to be sampled with the max-
imum interval of

∆DΓ ′ = M × λf

DΠ

. (12)

For the measurement of the object intensity, the image size
DΠ ′ in image planeΠ ′ and the maximum sampling interval
at the Nyquest sampling rate are written as

DΠ ′ = mDΠ, (13)

∆DΠ ′ = 1

2
m∆ = 1

2
m

NA

λ
, (14)

wherem is the magnification of the optical microscope.
A typical example is shown inTable 1. In the calculation,

the value of the field of view of a standard optical microscope
having a field number of 20 has been used as the value of
DΠ , the extent of the object wave. While this definition ex-
amines a critical condition, in the actual instrumentation we
set the illuminated area of the object smaller than the field
of view so as to ease the requirements for the pixel format
and achieve a balance between the applicability of a commer-
cially available CCD camera and the designed performance
of the instrumentation.

As described inSection 4, we adopted the optical layout in
which both diffraction and object intensities are measured by
a single CCD camera. In this case, the requirements ofEqs.
(11)–(14)must be satisfied simultaneously by a single CCD.
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Table 1
Typical pixel format of CCDs required for sampling intensity dataa

Objectiveb Diffraction intensity Object intensity

NA f (mm) m Image size,DΓ ′ (mm) Sampling,∆DΓ ′ (�m) Image size,DΠ ′ (mm) Sampling,∆DΠ ′ (�m)

0.55 4.00 50 17.6 9.76 20.0 22.2
0.80 2.00 100 12.8 9.76 20.0 30.5

aIn the calculations, wavelength was set at 488 nm and the magnification of the relay optics was set at four times. As the value ofDΠ , the extent of the
object wave (seeFig. 4), we used the value of the field of view of a standard optical microscope having a field number of 20.

bNikon catalog.

3.2. Illumination system

A plane wave incident onto the object surface can be
achieved using the telecentric system shown on the right-hand
side ofFig. 5. A laser is used as the light source. A point
source of the laser is projected onto the back focal point of
the objective through two auxiliary lenses, then projected
away to infinity.

In designing the illumination condition, propagation char-
acteristics of a Gaussian beam were taken into account. First,
the area of illumination on the object surface, i.e. the mea-
surement area, was evaluated from the diameter of the beam
waist of the incident Gaussian beam. (The diameter is de-
fined by the full-width measure at which the beam intensity
has fallen to 1/e2 of its axial value, which is denoted by 2w0
on the left-hand side ofFig. 5.) Second, the wavefront radius
of curvature at a certain distance from the waist was consid-

Fig. 5. Schematic of the illumination optics (right-hand side) and the cal-
culation model used for designing the illumination condition. 2w0 and 2w
are the beam diameter (1/e2 full-width measure) of the incident Gaussian
beam on the front and back focal planes of the objective, respectively. Wave-
front errorδ when illumination is defocused was evaluated usingW(z), 1/e
half-width of the incident Gaussian beam at an axial distancez from the
waist position, andR(z), wavefront radius of curvature at an axial distance
z. f is the focal length of the objective.

Table 2
Typical values calculated for illumination designa

Objectiveb Waist diameterc Wavefront errord

NA f (mm) 2w0 (�m) δ (nm)

0.55 4.00 159.59 0.19
0.80 2.00 79.80 0.76

a All values were calculated with the wavelength of 488 nm.
b Nikon catalog.
c Obtained when the waist diameter 2w in the back focal plane of the

objective (seeFig. 5) was set at 15.57�m.
d Evaluated atz = ±100�m.

ered. Because the wavefront of the incident beam is to be
biased on the reconstructed phase, sufficient flatness of the
incident wavefront should be kept even when illumination is
defocused.

We defined wavefront errorδ using two parameters that
describe the propagation of the Gaussian beam, as shown in
Fig. 5; W(z) is the 1/e half-width (radius),R(z) is the wave-

Ar+ laser source
Wavelength 488nm

Cooled CCD camera
Pixels 2048×2048, 9×9µm
Dynamic range > 75dB

Stage

Specimen

Objective1
N.A. 0.55

Objective2
N.A. 0.10

BS

BS

BS

Shutter

Tube lens
f =200

Mirror

Optical fiber
Singlemode

Collimator
f =15 Path2

Path1

Fig. 6. Schematic illustration of the optical configuration. BS, beam splitter.
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Fig. 7. Photograph of the developed instrument. (a) Instrument: OF, optical fiber. (b) Close-up view of the instrument: C, collimator; BS, beam splitter; O,
objective; S, shutter; M, mirror, TL, tube lens.
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Fig. 8. (a) Sketch of the specimen. (b) Surface of the specimen obtained by atomic force microscopy (AFM).
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front radius of curvature, andz is the axial distance from the
waist position. These parameters are given by the following
formulae[17]:

W(z) = w0


1 +

(
λz

πw2
0

)2



1/2

, (15)

R(z) = z


1 +

(
πw2

0

λz

)2

 . (16)

An example of the calculated values for two different ob-
jective specifications are shown inTable 2. In the calcula-
tions, the wavelength was set at 488 nm and the errorδ was
evaluated atz = ±100�m. The waist diameter 2w0 was
calculated from the beam diameter, 2w, of 15.57�m on the
back focal plane of the objective (seeFig. 5). This value
is based on the finally configured optical layout, see also
Fig. 6. An illuminated area of approximately 160�m in di-
ameter is obtained when using the objective of NA= 0.55,
and 80�m when NA = 0.80. In both cases, the calcu-
lated values of errorδ are sufficiently small for achieving
vertical accuracy of nanometer. Under this illumination
condition, measurements are not affected by the defocus
of illumination, and hence, we require no precise position-
ing of the measured object. Furthermore, the large depth
of focus brings about stable illumination during in-process
measurements.

4. Optical instrumentation

The optical configuration of the developed instrument
is shown in Fig. 6. An Ar ion laser (MELLES GRIOT
543-100BS; wavelength, 488 nm) is used as a light source,
and the laser light is introduced to the instrument via a
single-mode optical fiber. The collimator lens and objec-
tive2 produce a laser spot of 15.57�m in diameter on the
back focal point of objective1. With this setup, the speci-
men is illuminated by a Gaussian beam whose waist coin-
cides with the specimen surface. As described inSection
3.2, there is no requirement for precise positioning of the
specimen.

Light scattered from the specimen surface is gathered by
objective1 (Nikon CFIC-EPI PLAN ELWD, 50×, NA of
0.55, WD of 8.70 mm), forming Fraunhofer diffraction in its
back focal plane; by exchanging objective1, settings of lateral
resolution, field of view and working distance can be adjusted
so as to suit an individual specimen. The diffraction image is
magnified four-fold by the microscope optical system con-
sisting of objective2 (Nikon CFI PLAN, 4×, NA of 0.10, WD
of 30 mm) and a tube lens, as indicated by path1 inFig. 6. The
magnified image of the specimen surface is provided by the
optical microscope (path2 in the figure), which enables one
to measure object intensity. A cooled CCD camera (Apogee
Instruments AP4; Kodak KAF-4200; pixels, 2048× 2048,

9�m × 9�m; dynamic range of >75 dB) is mounted on the
instrument to measure intensity images. Two intensities are
respectively measured by opening and shutting two shutters
to switch the paths. The instrument was placed in a clean-
room of class 5000. The developed instrument is shown in
Fig. 7. The two stages indicated inFig. 7aare used for the
alignment of the specimen and of the illumination optics.

5. Experiments

Experimental verifications were performed by measuring a
reference standard that was designed for characterizing SPM.
Although the principles of the present method works for gen-
eral three-dimensional structures, the periodic character of
the standard is suitable for the first fundamental verifications
of the proposed method.

5.1. Specimen

The specimen (VLSI standards STR10-440P) is illustrated
in Fig. 8a. The specimen consists of an 8 mm×8 mm silicon
die with a precisely fabricated silicon dioxide pitch cluster.
The cluster area is located at the center of the die and con-
tains a grid pattern in a 4 mm× 4 mm area. The grid pat-
tern consists of an array of alternating bars and spaces with
a uniform pitch of 10�m. The entire top surface of the die
is coated with a uniform layer of platinum, and the depth of
pockets is defined as 44 nm. The topography of the surface of
the specimen obtained by AFM (Digital Instruments; Veeco
metrology group, Nanoscope IIIa Dimension 3100) is also
shown inFig. 8b.

Fig. 9. Measured object intensityi(x, y) = |V(x, y)|2. The obtained image
was cropped and only the central part is shown.
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Fig. 10. Measurement of diffraction intensityI(X, Y) = |U(X, Y)|2. Gray levels of the images are logarithmic. The scale bars correspond to a measurement on
the back focal plane of objective1 (seeFig. 6). (a) CCD image. (b) Image of the diffraction intensity obtained after image processing.
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5.2. Measurements of diffraction and object intensities

The illumination was directed to the center of the specimen.
The measured diameter of the incident Gaussian beam was
approximately 160�m at its waist. Throughout the intensity
measurements, bias, dark, and sensitivity variations between
each pixel in the CCD chip were calibrated to improve the
signal-to-noise ratio of the measured intensity values repre-
sented in the CCD images. The lateral magnifications of the
imaging system were also calibrated.

The measured object intensityi(x, y) = |V(x, y)|2 is
shown inFig. 9—the obtained image was cropped and only
the central part is shown. A CCD image of the diffraction
intensityI(X, Y) = |U(X, Y)|2 is shown inFig. 10a. Gray
levels of the presented image have been stretched into the
logarithmic scale. A uniform separation of each component
of the Fraunhofer pattern was observed. The undesirable
artifacts and measurement noise were removed by image
processing techniques based mainly on image subtraction
and smoothing[18]. In order to obtain sufficient signals
for the high-frequency components having weak intensi-
ties, another exposure was taken with the exposure time
controlled; then the two images were properly combined.
Fig. 10bshows the intensity image obtained after these treat-
ments. Measurement noise and artifacts are greatly reduced,
and high-order components having weak intensity can be
distinguished clearly.

The power spectrum along the line Y–Y′ in Fig. 10bis
shown inFig. 11a. Fig. 11b shows a detailed plot of the
high-order spectral components [Y′–Y′′ in Fig. 10b]. In these
figures, spectra are normalized by the principal maximum
of the zeroth-order component. Spectra up to the tenth order
could be obtained, distributed over a dynamic range of more
than 100 dB. Each successive spectrum is uniformly sepa-
rated by 105 m−1, i.e. the reciprocal of the nominal pitch of
the specimen.

5.3. Surface reconstruction results and discussion

An ideal surface profile corresponding to the nominal di-
mensions of the specimens was used as the initial phase esti-
mate of the algorithm, then 300 iterations followed. A curve
of normalized rms errorE2

k against the number of iterations
is shown inFig. 12. After the rapid decrease within the ini-
tial few iterations, the value of the normalized rms error de-
creased to approximately 0.04.

The surface profile calculated from the reconstructed phase
usingEq. (2)is shown inFig. 13a and b; Fig. 13bis a magni-
fied plot of areaΣ in Fig. 13a. Each rectangular pocket hav-
ing the width of 5�m is clearly distinguished. InFig. 13a,
a circle having the diameter of the incident Gaussian beam,
160�m, has been drawn. Shapes of each pocket were uni-
formly reconstructed inside the circle, while outside the cir-
cle, the reconstructed profile was distorted. This indicates the
measurement area can be considered to be consistent with the
beam diameter of the incident Gaussian beam.
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Fig. 11. Plot of power spectrum calculated from the measured diffraction
intensity. The spectrum is normalized by the principal maximum of the
zeroth-order component. (a) Line plot along Y–Y′′ in Fig. 10b. (b) Detailed
plot of the high-order spectral components [Y′–Y′′ in Fig. 10b].

The surface of areaΣ′ and the section profile along line
X–X′ in Fig. 13bare shown inFig. 14a and b, respectively.
The dimensions of the measured profile are in good agree-
ment with the nominal values of the specimen: pitch of 10�m
and depth of 44 nm. As indicated inFig. 14b, the lateral res-
olution experimentally obtained from the slope at the side
wall of the pockets was well reproduced by the theoretically
predicted value given byEq. (10), λ/NA = 0.89�m.
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Fig. 13. (a) Surface reconstructed by phase retrieval. Surface height is represented by gray level. Diameter of the dashed circle corresponds to the diameter of
the incident Gaussian beam, 160�m. (b) Magnified plot of areaΣ in (a).

The measured profile is slightly wavy, having, at most,
±5 nm deviation in its height when compared with the
one obtained by AFM [see alsoFig. 8b]. The wavy char-
acter is attributed to a physical property inherent to co-
herent imaging. In coherent imaging, the measured spec-
trum suddenly drops to zero outside the bandwidth of the
system. This brings about Gibbs phenomenon[19] in the
reconstructed profile (ringing effect). Noise in the inten-
sity measurements can also be counted as other causes of

the deviation. Systematic error, such as imperfections of
the CCD chip and lens aberrations of the imaging sys-
tem, can be compensated to improve the accuracy of the
reconstructed profile; the majority of the CCD-oriented
problems can be eliminated by performing more careful
calibrations of the CCD chip, while the error caused by
lens aberrations can be deconvolved on the basis of the
optical transfer function (OTF) of the present imaging
system.
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6. Conclusions

We proposed an optical profiler based on the phase retrieval
technique. In the present method, the power spectrum of the
microsurface profile is obtained by measuring the Fraun-
hofer diffraction intensity. With the additionally measured
object intensity, the surface profile is deterministically recon-
structed from the obtained power spectrum, by using phase
retrieval.

We also designed an optical instrument on the basis of the
measurement principles proposed. Illumination conditions
and the sampling requirements were examined to prepare a
practical design. Using the developed instrument, we mea-
sured the surface of a reference standard having rectangu-
lar pockets 44 nm deep at intervals of 10�m. It was demon-
strated that a surface profile is successfully reconstructed
within the area inside the 1/e2 full-width of the incident Gaus-
sian beam. The dimensions of the measured surface were
consistent with the nominal values of the specimen. Good
agreement between the surface profile obtained by the present
method and that obtained by AFM was also observed with,
at most,±5 nm deviation in height. These experimental re-
sults support the validity of the instrumentation as well as the
measurement principles.

The present method is suitable for applications to
in-process or near-process and on-machine measurements

of microsurface profiles in a production environment. Appli-
cation to the measurement of non-periodic surfaces will be
done in future work.
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